Quest’

Setting Up Quest® QoreStor™ with Veeam®
Backup & Replication™

Technical White Paper

Quest Engineering
January 2025



© 2025 Quest Software Inc.

ALL RIGHTS RESERVED.

THIS WHITE PAPER IS FOR INFORMATIONAL PURPOSES ONLY, AND MAY CONTAIN TYPOGRAPHICAL ERRORS AND
TECHNICAL INACCURACIES. THE CONTENT IS PROVIDED AS IS, WITHOUT EXPRESS OR IMPLIED WARRANTIES OFANY KIND

This guide contains proprietary information protected by copyright. The software described in this guide is furnished under a
software license or nondisclosure agreement. This software may be used or copied only in accordance with the terms of the
applicable agreement. No part of this guide may be reproduced or transmitted in any form or by any means, electronic or
mechanical, including photocopying and recording for any purpose other than the purchaser’s personal use without the written
permission of Quest Software Inc.

The information in this document is provided in connection with Quest Software products. No license, express or implied, by
estoppel or otherwise, to any intellectual property right is granted by this document or in connection with the sale of Quest
Software products. EXCEPT AS SET FORTH IN THE TERMS AND CONDITIONS AS SPECIFIED IN THE LICENSE AGREEMENT FOR
THIS PRODUCT, QUEST SOFTWARE ASSUMES NO LIABILITY WHATSOEVER AND DISCLAIMS ANY EXPRESS, IMPLIED OR
STATUTORY WARRANTY RELATING TO ITS PRODUCTS INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTY OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, OR NON-INFRINGEMENT. IN NO EVENT SHALL QUEST SOFTWARE
BE LIABLE FOR ANY DIRECT, INDIRECT, CONSEQUENTIAL, PUNITIVE, SPECIAL OR INCIDENTAL DAMAGES (INCLUDING,
WITHOUT LIMITATION, DAMAGES FOR LOSS OF PROFITS, BUSINESS INTERRUPTION OR LOSS OF INFORMATION) ARISING
OUT OF THE USE OR INABILITY TO USE THIS DOCUMENT, EVEN IF QUEST SOFTWARE HAS BEEN ADVISED OF THE POSSIBILITY
OF SUCH DAMAGES. Quest Software makes no representations or warranties with respect to the accuracy or completeness of
the contents of this document and reserves the right to make changes to specifications and product descriptions at any time
without notice. Quest Software does not make any commitment to update the information contained in this document.

If you have any questions regarding your potential use of this material, contact:

Quest Software Inc.

Attn: LEGAL Dept

4 Polaris Way

Aliso Viejo, CA 92656

Refer to our Web site (https://www.quest.com) for regional and international office information.

Patents

Quest Software is proud of our advanced technology. Patents and pending patents may apply to this product. For the most
current information about applicable patents for this product, please visit our website at https://www.quest.com/legal .

Trademarks

Quest, the Quest logo, and Join the Innovation are trademarks and registered trademarks of Quest Software Inc. For a complete
list of Quest marks, visit https://www.quest.com/legal/trademark-information.aspx. Veeam® and Veeam Backup & Replication™

are registered trademarks or trademarks of Veeam SoftwareAll other trademarks and registered trademarks are property of their
respective owners.

Legend

A CAUTION icon indicates potential damage to hardware or loss of data if instructions are not followed.

1 IMPORTANT, NOTE, TIP, MOBILE, or VIDEO: An information icon indicates supporting information.

Setting Up Quest® QoreStor™with Veeam® Backup & Replication™
Updated — January 16, 2025


https://www.quest.com/
https://www.quest.com/legal
https://www.quest.com/legal/trademark-information.aspx

Contents

Configuring QoreStor as @ CIFS/NFS REPOSITONY ......cuuruuruureumreeareemseeseieseseseessesssesssesssesssesssesssesasesssesaes 6
Creating a CIFS container for use With VEEAM ...........cooviviveieeceee s 6
Adding the QoreStor CIFS container as a repository in VEEaM.........c.covrrerenneerneeereeneeeeeenn. 8
Creating a NFS container for use With VEEaM .........co.ccvvoiviviceeeee e 13
Adding the QoreStor NFS container as a repository in Ve am .......c.c.covvrneeneenneecineeeneees 14
Configuring Rapid CIFS fOr VEEAM.........oiiiieeee s 18
WiINAOWS PIrEIEQUISITES ..o 18
Installing Rapid CIFS on a Veeam WindOWS ProXy ... 18
Creating a backup job with the QoreStor system as a target........cooccovvrvennenneeeereeenns 21
Setting up the QoreStor system repliCatioN..........cco.oiieiriereee e 24
Creating a CIFS/NFS repliCation SESSION .........oeverveieeieee s 24
Restoring from the replication target ... 26
Using QoreStor as a Veeam Object Storage REPOSILONY ...c.vvevivrneerenieneensnsrsisneesssssssssesssssssssssnses 30
Creating an Object Storage CONTAINET ..o 30
Adding the QoreStor Object Storage Container as a repository in Veeam ..., 32
Using QoreStor as a Veeam Scale-Out Capacity Tier via Object Container(S3) .......c.coeeevverrueecnn. 39
Creating an Object Container(S3) in the QOreSTOr ... e 39
Adding the QoreStor Object Container(S3) as a repository in Veeam ..., 41
Adding the Object Container(S3) as a capacity tier to a Scale-Out repository ....................... 44
Using Instant Recovery With QOTESTON..........c.vurureereremeeeeecereeeeesensensenssessesssessesssesssesssessesssessseses 47
INStaNt RECOVETY WITh ESX .. ... 47
Enabling Instant Recovery With ESX ... 47
Performing Instant RECOVEry fOr ESX ... 48
Instant Recovery With HYPEIr-V SEIVEN ...t 51
Enabling Instant Recovery With HYPEr-V ... 51
Performing Instant Recovery for HYPer-V ... 51

FINalizZiNg INSTANT RECOVETY ...t 54



Migrating VM £0 ProdUCTION ...t 54

Terminating the Instant VM ReCOVErY SESSION ..o 54
QoreStor and Veeam Fast Clone for Hyper-V 2016 backups or Data Copy .........cc..coveemrverrrerreennes 55
RequiremMeNts OFf FAST CIONE ... 55
Configuring a new Fast CloNe REPOSITONY ..o 56
Reconfiguring an Existing QoreStor Repository for Fast Clone.........c.coviniieisees 57
Configuring and using QoreStor as a Veeam Hardened repository with EDM........cc.ccceevenirnnnenee 59
Adding an EDM Container in the QOI&STON ..o 59
Adding QoreStor as a Hardened Repository 0N VEEaM ........c..coiiiiinieeeeee e 60
Adding the QoreStor EDM container as a Backup REPOSItONY .......ccovviineecineeneerecieeinceoees 61
Backing up to the EDM Container USING VMWAIE ..........ooiiiiiirieeieeeeeeee e 63
PEITOMMANEE THET ...covceevceriircitse it ess et bbbttt sbese st 65
Setting up Performance Tier With QOreSTON ... 65
Optimizing Performance Tier via Sync AlWays OPtioN .........ccccoovorviviieeeeeeee e 67
ClOUA/ATCRIVE TIE....verierrierieeraseieseiaseiase e ssse s 68
CHOUA THBT ettt 68

Important Considerations for Cloud Tier with Veeam ..o 68

SEHING UP ClOUA TIT ..ttt 69
ATCRIVE TIET .o 72

Important Considerations for Archive Tier wWith VE€aM ..........ccoiveevieeeceeeee e 72

SEHING UP ATCRIVE TIBI oot 72
Setting up the QOreStor SYStEM ClEANET .............coririereeeeeeee e sesaes 75

Monitoring deduplication, compression and PErforMance ..............co.coeeernrrenrrnsiesseenseesssesssenenes 77



Executive Summary

This paper provides information about how to set up Quest® QoreStor™ as a backup target for Veeam® Backup &

Replication™ software.

For additional information, see the QoreStor documentation and other data management application best practices
whitepapers for your specific QoreStor version at:

https://support.quest.com/qorestor/

i NOTE: The QoreStor and Veeam screenshots used in this document may vary slightly, depending on the
QoreStor and Veeam versions you are using.


https://support.quest.com/qorestor/

Configuring QoreStor as a CIFS/NFS
Repository

Creating a CIFS container for use with
Veeam

1 Select the Containers tab, then click Add container.

\"H g admin ~

ersion System Status
6.0.0.670 Healthy

Containers (0)

2 Enter a container Name, select a Storage Group or leave the DefaultGroup option selected, and select NAS
(NFS, CIFS) from the Protocol dropdown menu. Click Next.

Add Container

3 Click the dropdown on the Protocols field and select the CIFS. Leave Marker Type on Auto, and click Next.



4 If the CIFS container is going to be used for Veeam advanced protection, select the Veeam Overwrite Protect

option. Read the warning carefully and proceed with Confirm.

Add Container

Warning

Setting the Veeam® overwrite protection flag on a container is irreversible. Use this
option only if the container is used with the Veeam® backup method 'forward
incremental’,

The following container configuration changes will be applied for this container:
1. Recycle Bin is enabled.

2. NFS protocol access is disabled.

3. Marker is set to None (recommended).

5 Select the desired CIFS Client Access options if needed, and click Next.
Add Container

CIFS Client Access

o Open (allow all clients)

. Create client access list

Prev

i NOTE: For improved security, Quest recommends adding IP addresses for only Veeam servers/proxies.

6 On this page the Recycle Bin feature may be enabled, please check the user guide for more information. Click
Next.

Add Container

7 Confirm the settings and click Finish. Confirm that the container is added.



Add Container

£ Container Summary
Name:
sample

Storage Group:

DefaultGroup

NAS

Marker:
Auto

£ Connection Summary

Protocol CIFS:

Adding the QoreStor CIFS container as a repository
in Veeam

To maximize the QoreStor and Veeam deduplication savings and performance, Quest
recommends using the exact settings in this guide for all the data being backed up.

The backup data will change format completely when backup settings are changed. Hence, all the data should be
backed up with the same settings to get accurate savings numbers.

1 Open the Veeam Backup & Replication console.
2 If using Veeam 9.5 U3 or lower Select the dropdown Menu and click General Options.

3 Check the Enable parallel processing option in the I/0O Control tab and click OK. This option will be missing in
Veeam 9.5 U4 and higher as it's automatically enabled by default.
Options =]

‘ 10 Control | E-mal Settings | suMP Settings | Notirications | History

¥l Enable parallel processing
Makes backup, replication and restore jobs process multiple virtual disks and
virtual machines in parallel, rather than sequentially.

Define desired primary storage latency limits to ensure running jobs do not
impact storage availability to production workloads.

4 In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup Repository.




VEEAM BACKUP AND REPLICATION

HOME

EE X €8

Add  Edt  Remove | Rescan Upgrade
Repository Repository Repository | Repository
Manage Repository Tools

BACKUP INFRASTRUCTURE Q. Type in an object name to search for

B Backup Prosies HAME L TYPE HOST

£ Backin 5 Defoult Backup Rep..  Windows DMA-serverT.te.
Eﬁs@\enu source CIFS

£ WEN Accelerators

{2 Service providers
4 5 SureBackup
(12 Applcation Groups
& Vitual Labs
4 (Z1 Managed servers
b (3 YMwers vSphere
[ Microsalt Windows

CAPACITY. FREE  DESCRIPTION
CaBackup 5997 68 9768 Created by Veeam Backup
10.250.241.23, 7878 60TB  Crested by DMA-SERVERT\Administrator at 3/2/2.

Enter a name for the QoreStor container repository and click Next.

Haime
g Tiopes it & nusine nd deserption fod this hackup epodton.

| I e
Typa !
p Dezcrplion:
L | Crmaied by FAMATEJA W 2WE\Adwinstistes 8t SV24/2015 353 AM.
Repasiony
I wPowses NFS
Review
Apedy

6 Select Shared folder as the type of backup repository, and click Next.

7

Type
ﬁ T i backup reposaone you

Nase O 1 Windows terver [
Macrasaft \Windows server with ilemal o drectly altached stoeage. D sta mover pocess mnning
ety on the senvar slows of improved backup slficiency, sspacisly cver tow nks.

Fm ) Linus server [recommended)

Fispotiony Lineee seavte with intamal, deectly altached, o mourded NS storage. Data mowes process g
ety on the sevar slows o ot alficient backups, sspacisly ovel thow ks

vPower NFS

® Shared foldes

Fievion CIFS (SME) share. When backing un over siow ks, A that yo

fevir e boeabed in the ame e wih the shased foldsr.

) Deduplicating storage appliance
Advanced
it s Shasied bokded oplian above.

integration with EMC Data Domain, ExaGiid ard HP Store0nce. For basic megration,

In the Shared folder field, enter the QoreStor container share UNC path (or TCP/IP address to replace

hostname), select the Gateway Server, and click Next.

Setting Up Quest® QoreStor™ with Veeam® Backup & Replication™

Configuring QoreStor as a CIFS/NFS Repository



Share

Type in LINC path bo share [mapped denves are nob supported], specily share scoess coedentisl and how backup jobs thould
wrbe data o this shae.

Mame

W10 250,241, 22T aowce
Tyoe

SEE— T e e sccem v
F D50 Coodensse [B7 Adviistatr (hdmreinato, It oot 9157, o] [ Agd |
Manaoe sccounts

Power NFS
Rimviews

Gasteway senver,
i [ —

() The iglowing server

This srves

Ut thiz epion bo impeave performance snd relsbity of backup bo 8 MAS kestedin 8
rermete e,

< Previous: Bt > Fith Cancel

8 Customize the repository settings by clicking Advanced.

Repository
Topen iru puath 1o thee Foller whiere backup fles should be stored, and st sepocitony kond conirol options.
Hame: Lotation
Tipe 10250 241 Z25hsource
shee Cootr . [is |
ey P =
Powrer HFS Load coral
s Fitmnving oo mary Concumant jobe sgarl the same 1epadtony reduces dvelall parfoamance, and
may cause shorage | A0 operations ho Gmeout. Contnol repasihony satuation with the lolowng
2k [ Limit manimmem corcument basks bo: FE
(] Limik combined data eae be: 5] Mess
(Cick Advanced to customize repostory selfings
—
| cPeviows || Mest> || Fmich || Comcdl |

NOTE: Please check the QoreStor Interoperability Guide for the maximum concurrent jobs supported for

CIFS/NFS. The maximum concurrent tasks also depend upon the number of CPU cores of Veeam Servers

or proxies.

Check the Decompress backup data blocks before storing and Align backup file data blocks options:

NOTE: Selecting the Decompress backup data blocks before storing or the Align backup files data blocks
option can negatively impact your overall storage savings and performance. It is especially not
recommended to switch these settings after data has been written to QoreStor.

Setting Up Quest® QoreStor™ with Veeam® Backup & Replication™
Configuring QoreStor as a CIFS/NFS Repository
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Edit Backup Repository

Repository
Type in path to the folder where backup files should be stored, and set repositary load control aptions.

;;+

Name Storage Compatibility Settings
s Align backup file data blocks
Allows to achieve better deduplication ratio on deduplicating storage devices
Server leveraging constant block size deduplication. Increases the backup size when
backing up to raw disk storage. Populate
Repository | Decompress backup data blocks before storing
VM data is compressed by backup proxy accerding to the backup job
Mount Server compression settings to minimize LAN traffic, Uncompressing the dats before
storing allows for achieving better deduplication ratic on most deduplicating Lrformance,
Review storage appliances at the cost of backup performance. fing settings:
This repository is backed by rotated hard drives
Appl
PPY Backup jobs pointing to this repository wil tolerate the disappearance of

previous backup files by creating new full backup, clean up backup files no
longer under retention on the newly inserted hard drives, and track backup
repasitery location acress unintended drive letter changes.

Use per-VM backup files

Per-VM backup files may improve performance with storage devices benefiting
from multiple 170 streams. This is the recommended setting when backing up to

deduplicating storage sppliances.

< Previous Nesxt > Finish Cancel

A Warning: It is not recommended to change the setting for option Align backup file data blocks after

backups are taken as it will impact the deduplication savings for future backups.

10 Check the Use Per-VM Backup Files option and Click OK:

The Per-VM backup file option causes a per-restore point backup file to be created. In other words, this causes

each VM's restore point to be placed in a dedicated backup file.

New Backup Repository \L‘

posi
Type in f Storage Compatibility Settings -

Align backup file data blocks
Allows to achieve better deduplication ratio on deduplicating storage devices
leveraging constant block size deduplication, Increases the backup size when
backing up to raw disk storage.

Mame

Server
Decompress backup data blacks befare storing
Repository WM data is compressed by backup proxy accarding to the backup job
compression settings to minimize LAN traffic. Uncompressing the data before
e Sy storing allows for achieving better deduplication ratio on most deduplicating
storage appliances at the cost of backup performance
B e overall performance,
the following settings:

Apply

Use per-¥M backup files
Fer-h backup files may improve performance with storage devices benefiting
from multiple IO streams. This is the recommended setting when backing up t

deduplicating storage appliances,
l 0K I Cancel

Click Advanced to customize repository settings

)

A Warning: Make sure to enable the parallel data processing option in step 3 if using Veeam 9.5 U3 or

below

NOTE: This enables multiple write streams within a single job with parallel processing enabled. Enabling

multiple streams dramatically improves overall job backup performance. So it is recommended to use per-

VM backup files options for better backup throughput.

11 Click Next.



12 If you wish to use the Instant Recovery feature, enable the vPower NFS setting.

vPower NFS
Speciy vPower NFS seitings. vPowet NFS g v fles, alowing fos advarced
lunctionality such as Instant VM Recovery, SueBlackup, U-AIR
Navne NFS
Tr [ Ensble vPower NFS serves frecommendsd]
i [ Tris seeves
Speciy vPowet NFS 100t fokdes Wikte cache vl be toted in s folder. Make surs the
Repastoy wsbected voheme has ol least 1068 of fee disk space svadsble.
IR | o [ ] [Bomes |
Feview
Aaply
IR ——
Cick Ports 10 change Pamsi NFS senvice poits
« Previous. Mt » Frish I Cancel E

13 On the review page, verify the settings, and click Next to apply changes.

Review
g Flease ieview the eitings, and chck Ne to confirue,
Hame Backup repository propetties:
Repotosy fype: CIFS
Type
Mourt hast: Thiz terver
Shus Account Administrator
Repastony Backup falder: SAVID.250.241. 229 s0urce
Power NFS Wike thioughput: Hot limited
Man paealel tasks: 4
The fodowing will be d This server
hiad Inetalias aleady exsts
vPowet NFS alieady exsts
[ Irnpoet eocisting buchups sutomsticaly
| Irnpeut guasst e syshem index
< Previous Hest 3 Cancel
14 Click Finish.

Apply
ﬁ Flease wat
Hame

Leg

Mezeage
Tyre G Regsterng chers AAMATEJA W12V for package vPower NFS
Share G Discavesng inslalled packages
G Al requred packages have been successhull nstaled
Repasieey G Detecting server conifiguration
G Recorliguing vPower NFS senvice
VPowet NFS 7 Crealin on datab "
@ Cisating dlabase receids fot repasitcey
Review  Bck T il il
.
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Creating a NFS container for use with

Veeam

1 Select the Containers tab, then click Add container.

Containers (0)

No Containers Available

Add Container

2 Enter a container Name, select a Storage Group or leave the DefaultGroup option selected, and select NAS
(NFS, CIFS) from the Protocol dropdown menu. Click Next.

Add Container

DefaultGroup

~ Protoco

‘ NAS (NFS, CIFS)

3 Click the dropdown on the Access Protocols field then select the check mark for NFS. Leave Marker Type on
Auto, then click Next.

[] selectall

4 Fill'in the NFS Client Access options if needed then click Next



Add Container

Client Access

o Read Write Access

. Read Only Access

R g
| Administrator
NFS Client Access

o Open (allow all clients)

. Create client access list

i NOTE: For improved security, Quest recommends adding IP addresses for only Veeam servers/proxies

5 On this page the Recycle Bin feature may be enabled, please check the user guide for more information. Click
Next.

Add Container

6 Confirm the settings and click Finish. Confirm that the container is added.

Adding the QoreStor NFS container as a repository
in Veeam

NOTE: The Veeam Server is supported on Windows only. To configure an NFS container from QoreStor as

a backup repository a Linux server where the NFS container would be mounted is required.

To maximize the QoreStor and Veeam deduplication savings and performance, Quest
recommends to use the exact settings in this guide for all the data being backed up.

The backup data will change format completely when backup settings are changed. Hence, all the data should be
backed up with the same settings to get accurate savings numbers.

1 Open the Veeam Backup & Replication console.
2 If using Veeam 9.5 U3 or lower Select the dropdown Menu and click General Options.

3 Check the Enable parallel processing option in the I/O Control tab and click OK. This option will be missing in
Veeam 9.5 U4 and higher as it's automatically enabled by default.

4 In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup Repository.



UP AND REPLICATION

BACKUP REPOSITORY

+ = > =—
EE X €&

=a == =
Add Edit  Remove | Rescan Upgrade

Repository Repository Repository | Repository
Manage Repository Tools

BACKUP INFRASTRUCTLURE Q Type inan abject name to search for

H Backup Prosies NAME + THPE HOST PATH CAPACITY
= Backup R 2 iy Default Backup Rep..  Windows DM&-serverlte.  C\Backup 599.7 GB
E‘gsme-m source CIFS W10.250.241.23... 78TB
8 WAN Accslerators

(7] Semvice providers
4 (1 SuieBackup
. Appication Graups
b vitual Labs
4 (1 Managed severs
b VMware B phers
[ Microsalt Windows

5 Enter a name for the QoreStor container repository and click Next.

6 Select Linux Server (recommended) as the type of backup repository, then click Next.

ﬁ. hoase hype of backup repostony you want 10 creste,

Hame | Microsoft Windows server [recommended)
Microsoft Windows server with inbemal or drectly attached sicrage. Data mover process running
I oo oo the server skows for improved backa eficiency, especialy over skow k.,
e [ Linux server fmoommended)
Fepostony Liras server with intemal. dirsctly aftached. or mounted NFS storage. l:k;mwu;—m
dinmetly an the server alows for mone efficent backups, sspecially over siow inka._
wPower NFS
() Shared folder
E CIFS (SMB) shars. When backing up over sow ks, we mcommand that you specky 3 gatewsy
sarver oeated in tha same st with the shsrd folder.
Apghy
O D storage
Advanced integration with EMC Data Domain, ExGnd and HP Store0nce. For basic integration,
use the Shand folder option above,

7 Add the New Repository server (Linux) or select server from the list if added already.

[_-:-—'+ Choase server Dacking Yous sepashony. You can ssect sere from the kst of managed servers added to the console
E:'.'_'J

Hame Fesposihoey server:
[10.260.213.24 (Cieated by DMASERVERT\Administistor ot 3/22/2016 556 4M ~ | [ Add New_. |

Populate

Ty

Reposony

Path = Capacity Fiee |

Mourd Serves

FReview

FREE DESCRIPTION
79768 Created by Veeam Backup

60TE  Created by DMA-SERVERT\Administrator at 3/2/2..
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8 Mount the QoreStor NFS Container onto a Linux Server.

ontaine

9 Enter the container mount path. Then customize the repository settings by clicking the Advanced button.

New Backup Repository -

a4 Repository
ﬁ Type in pusth b thes folcler whare bisckup Fles should be stoned, and sel repositony laad contral cptions

M Lecation

‘ath o Fiolcder
Type Arveitirid | | Browss
E i Copachy . Fopulate
: Fiee space; ...

Lasd conticl
Funring too many concument jobs aganst the same repositon reduces overall performance, and
may caue Forage 1T opesations 1o imeout. Control repogitony rahration with the following

=

] Lk maocresim concurent Rasks: b 4

Lim: combined data rate bor MBSz

Chick Advanced lo customize sepostory tetinge [Advanced

< Prevos oozt

NOTE: Please check the QoreStor Interoperability Guide for the maximum concurrent jobs supported for

CIFS/NFS. The maximum concurrent tasks also depend upon the number of CPU cores of Veeam Servers

or proxies.
10 Check, the Decompress backup data blocks before storing and Align backup file data blocks options:

NOTE: Deselecting the Decompress backup data blocks before storing or the Align backup files data
blocks option can negatively impact your overall storage savings and performance. It is especially not

recommended to switch these settings after data has been written to QoreStor.

Edit Backup Repository

Repository
‘ " Typein path to the folder where backup files should be stared, and set repository load control aptions.
I ]

Name Storage Compatibility Settings
T Align backup file data blocks
Allows to achieve better deduplication ratio on deduplicating storage devices
Server leveraging constant block size deduplication. Increases the backup size when
backing up to raw disk storage. Populate
Repository Decompress backup data blocks before storing

VM data is compressed by backup proxy according te the backup job
compression settings to minimize LAN traffic. Uncompressing the data before
storing allows for achieving better deduplication ratio on most deduplicating e

Mount Server

Review storage appliances at the cost of backup performance, ling settings:
o This repaository is backed by rotated hard drives
el

Backup jobs pointing to this repository will tolerate the disappearance of
previous backup files by creating new full backup, clean up backup files no
longer under retention en the newly inserted hard drives, and track backup
repository location acress unintended drive letter changes.

Use per-VM backup files

Per-VM backup files may improve performance with storage devices benefiting
from multiple I/ streams. This is the recommended setting when backing up to

deduplicating storage appliances.
faged

< Previous Mext > Finish Cancel

A Warning: It is not recommended to change the setting for option Align backup file data blocks after
backups are taken as it will impact the deduplication savings for future backups.



11 Check the Use Per-VM Backup Files option and click OK:

The Per-VM backup file option causes a per-restore point backup file to be created. In other words, this causes

each VM's restore point to be placed in a dedicated backup file.

Mew Backup Repository ILI

Storage Compatibility Settings -

Align backup file data blocks
Bllows to achieve better deduplication ratio on deduplicating storage devices
leveraging constant black size deduplication. Incresses the backup size when

backing up to raw disk storage.
| |

Decompress backup data blocks before storing

Repasitory \M data is compressed by backup proxy according to the backup job

compressian settings to minimize LAN traffic, Uncompressing the data befare
o Sy storing allows for achieving better deduplication ratio on mest deduplicating
storage appliances at the cost of backup perfarmance.

Use per-¥M backup files
Per-UM backup files may improve performance with storage devices benefiting
frarn multiple 10 strearns, This is the recommended setting when backing up &
deduplicating storage appliances,
I oK l Cancel
Click Advanced to custamize repository settings

[ <Previous | [ met» | [ cancel |

le overall performance,
the following settings:

Rewiew

Apply

A Warning: Make sure to enable the Enable parallel data processing option in step 3 if using Veeam 9.5 U3

or below

NOTE: This enables multiple write streams within a single job with parallel processing enabled. Enabling
multiple streams dramatically improves overall job backup performance. So it is recommended to use per-
VM backup files options for better backup throughput.

12 Click Next.

13 Optionally, if you wish to use the Instant Recovery feature, enable the vPower NFS service setting.

New Backup Repasitory B

+ Mount Server

Specdy & server bo mount backups to for fledevel restores. vPowsr NFS senice alows foe runnng vitual machines deectly feoe
backup sz, enablng advanced funciionally such a: Instart VM Recovery. Sused ackup and On-Demand Sandbox

Nasme Mo server :
DMA-sarver) testad ocama local [Backup seever] v
Trpe : |
Server ] Enable vPower NFS service on the mount serves fiecommended)
Speciy vPower NFS wate cache location on the mount serves, Make sure the selected volume
Repostory |has encugh hee disk space avalable to store changed disk blocks of instantly recovened YMs:

Cick Posts 10 changs NFS server and backip moun sterss pats [ Pos

'<Fbumsl' New > I [ Corea |

14 On the review page, verify the settings, and click Next to apply changes.




New Backup Repository -
Review
o Pleste revew e settings. and chelk Nesd 1o contmus

Hame Elachup tepodion peopeitie:
Fieposilony bppe: Linux
Tupe
Mo haodt: DMA-zerver] lostad ocanina. bocal
Serven Aceount rook
Repasion Backup fokder fmntfveeam
Mo Sanm Winba trooughput: Mot lmaled
Mo pavalel Rask 4
M Thes bellowars) cosmpormrits wall ba proceksed on senosr DA -seroer] bestad otains el
Apely Trarspost already exists
wFower NFS already exists
Mourd Semver already exists

] Impaort essiting backups subomatically

e = R

15 Click Finish.

Configuring Rapid CIFS for Veeam

Rapid CIFS is a Quest-developed protocol that accelerates writes to CIFS shares on the QoreStor system. This is done
by only sending unique data to the appliance. This usually causes significant network savings and even sometimes

performance boosts.

Windows prerequisites

The Media Agent OS must be the 64-bit version of Windows 2008 R2, 2012/R2, 2016, or 2019.

'i NOTE: For the accelerator to work properly, the backup traffic must go directly to the QoreStor system. For Veeam, you
should install RDCIFS on the Veeam Proxy pushing the data. Install location can depend on the transport mode used.
For network mode, it is installed on the Veeam server itself. For HotAdd mode, it needs to be installed on the HotAdd
proxy in the virtual environment. For SAN mode it needs to be installed on the Veeam Server/Proxy which has direct
access to the SAN storage. For Off-Host it needs to be installed on the Veeam Proxy pushing the data, for On-Host it

should be installed on the Hyper-V server or cluster being backed up.

Installing Rapid CIFS on a Veeam Windows Proxy

The Secure Connect feature is a set of client and server components that creates a secure channel for QoreStor
communication with WAN-connected clients that is also resilient to WAN outages. This is generally only suggested for

use over WAN.



Follow these steps to install Rapid CIFS.

i NOTE: Rapid CIFS should only be installed on a Veeam server or Proxy.

1 Download the MSI to the Server/Proxy by doing the following:
a Go to support.quest.com/qorestor/ and select your version.
2 On the support page for your product, click Software Downloads.

3 For the RDCIFS plugin for your QoreStor version, click the Download icon to download the installer package

(.exe file).

4  Run the EXE and follow the instructions in the installation wizard as shown in the screenshots below. Click Next

on the first screen.

5 Read and accept the license agreement to proceed. Click Next when ready.

i‘g'\j- Quest Rapid CIFS Filter Driver - Setup Wizard

License Agreement O
Please read the following license agreement carefully. ] U e S t
Software Transaction Agreement ~

PLEASE READ THIS AGREEMENT CAREFULLY BEFORE USING THIS PRODUCT. BY
DOWNLOADING, INSTALLING OR USING THIS PRODUCT, YOU ACCEPT AND AGREE TO
THE TERMS AND CONDITIONS OF THIS AGREEMENT. FOR ORDERS PLACED OUT SIDE
THE UNITED STATES OF AMERICA, PLEASE GO TO T a8 pX>
TO VIEW THE APPLICABLE VERSION OF THIS AGREEMENT FOR YOUR REGION. IF YOU
DO NOT AGREE TO THE TERMS AND CONDITIONS OF THIS AGREEMENT OR THE
APPLICABLE VERSION OF THIS AGREEMENT FOR YOUR REGION, DO HOT DOWNLOAD,
INSTALL OR USE THIS PRODUCT. IF YOU HAVE A SIGNED AGREEMENT WITH PROVIDER
THAT IS SPECIFICALLY REFERENCED IN AN ORDER THAT IS EXECUTED BETWEEN YOU
/AND PROVIDER. THEN THAT SIGNED AGREEMENT WILL SUPERSEDE THIS AGREEMENT.

@] accept the terms in the icense agreement:

J 1 do not accept the terms in the license agreement

]

Instalishield

‘ < Back ” Mext > | ‘ Cancel |

6 If installing with secure connect for WAN use check the secure connect box. Click Next

i‘na- Quest Rapid CIFS Filter Driver - Setup Wizard

Configure Secure Connect OUeSt

Secure Connect feature ensures backups to QoreStor are complete, despite slow and unreliable
WAN connections. Secure Connect sets up a Secure Reliable connection between the local dient
using TLS v, 1.2 using 256-bit encryption that has auto reconnection capabilities to ensure
backups complete successfully. Ensure a user is created on QoreStor that has secure connect
privileges enabled to complete the configuration.

When selecting this option further configuration is required at the next step of the installation.
Secure Connect will not function without the configuration. The configuration settings can be
changed at any time after the installation with usage of the "Repair” option of this installer.

[Jinstall a secure connection

Installshield

| < Back I Mext> | ‘ Cancel ‘

a Ifinstalling with secure connect insert the IP/FQDN. The Display Name field will auto-populate from the
IP/FQDN field. The default username and password are backup_userand StOr@ge! (With a zero in place
of the letter O)


https://support.quest.com/qorestor/

i@ Quest Rapid CIFS Filter Driver - Setup Wizard

Configure Secure Connect
This configuration is used to setup secure connection to QoreStor server. O U eS t

IPFQDN - Enter a real IP address or FQDN of the remote QoreStor server.,

Display name - Create a name to refer to the QoreStor server. All secured connections to
QoreStor will use this name. It must not match the real hostname of the QoreStor machine!

Username Password - Enter username and password for QoreStor user with CIFS role.

IP/EQDN: [Qorestor

Display name: ‘QoreStor-SC

User name: ‘backupfuser

Password: ” Y

Without this configuration secured connection to any QoreStor SMB share cannot be created.
All fields are required.

| < Back | Mext > | | Cancel |

NOTE: When accessing the share from this server use the Display Name when accessing the share to
leverage Secure Connect. |.E //QoreStor-SC/share. Use the normal IP/FQDN to access WITHOUT a secure

connection.

Click Next.

i% Quest Rapid CIFS Filter Driver - Setup Wizard

Confirm installation O U eSt

The installer is ready to install Quest Rapid CIFS Filter Driver on your computer.

Click "Mext™ to start the installation.

| < Back ” Next > | ‘ Cancel |

After the installation finishes click Finish. You can optionally verify that the “rdcifsfd” driver is loaded

automatically; this can be checked by using the command flitmc.

o] Administrator: Command Prompt I;li-

icrosoft Windows [Uersion 6.2.92081
(c)> 2812 Microsoft Corporation. All rights rveserved.

NUserssAdninistrator>f ltmc

381608
135888
46888

NUserssAdninistrator’.




Creating a backup job with the QoreStor

system as a target

1 On the Backup & Replication menu, go to Jobs > Backup, and right-click Backup to create a new backup job.

VEEAM BACKUP AND REPLICATION

HOME

= g

vo3E r P
Backup Replication Backup WM  File | Restore Import  Failover
Job Job Copy Copy Copy Backup Plan
Primary Jobs Auwiliary Jabs Restore

Failover Plans

BACKUP & REPLICATION Q Tywe in an object name to search for

LASTRESULT  MEXT RUN TARGET
Whiware Back.. 1 Stopped Success

£, InstantRecoven (1) HAME L TYPE OBJECTS STATUS
4y dobs 46k sourcebackup

i (AT
]

=4 Disk,

4 [ Last24 hours
[*} Running (1)
[ Success

<not scheduled> saurce

2 Provide the backup job name and click Next.

3 Select one or more virtual machines, data stores, resource pools, vApps, SCYMM clusters, etc. for backup.

o= at automatically changes
Select objects: HHE @

F] @ Hosts and Clusters

Narme 4 i3 10.250.240.226

[ Elg Hyd-D atacenter Add...

B Elﬂ Production iz Iﬁ
Storags 3 |§|§| SAN

b [flg Template Exclusions
Guest Proceszing

el |§|§| weeamrtest
Schedule 4 E 10.280.213.25

3 WirtualLab

Summary G ¥ Down

Eil dma-rhel7-+1
Eﬁ drna-server
Ei ramtej-wl2-w1

Recalculate

-
L -

o

@

2 [=

B b=l

3 - Type in on object nome to search for Q 0.0 KB

Add

Cancel sh Cancel

4 Select the QoreStor container share as the Backup Repository for this job, and click Advanced.
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New Backup Job -

Storage
= Specily processing prowy server to b used for source dats retiieval, backup repository to store the backup fles produced by this
[ ieb and customize advanced job setings i reguied

Hame Backup prowy:

| Automatic selection | [ choose.

Wirtual Machines

5 B ackup repositony:
torage

source (Created by DMA-SERVERT\Administrator at 3/2/2016 1:09 A.] v
Guest Processing L

= EO1Efceol 1516 Map backup
Schedule

Retention policy
Summaty Festare points to keep on disk: =)

[[] Configuie secondary destinations far this job

Copy backups produced by this job ta ancther backup repository, or to tape. Best praclices
recammend maintaining at lsast 2 backups of production data, with ane af them being off site.

Adwanced job settings include backup mode, compression and deduplication,
block size, natification settings, automated postjob activity and other settings.

On the Backup tab, make sure Incremental and Create active full backups periodically are selected. Set the
active full schedule to whatever is needed.

NOTE: It is recommended to enable Active Full backups once a week with a Veeam Ready Archive
QoreStor instance. The active full backup produces a full backup of a VM just as if it were running for the
first time. The Synthetic full backup option is only suggested to be used with a Veeam Ready Repository
QoreStor instance due to read performance requirements during the synthetic operation.

x
Advanced Settings - I—I
Storage
- Specify pr Backup Mainlsnancel Storage INDIificaliDns I vSphere | Integration | <13 up files produced by this

job and cul
Backup mode

(O Reverse incremental [slower)
Increments are injected into the full backup file, so that the latest
backup file is always a full backup of the most recent Wi state,
Elnclemenlal [recommended]

Increments are saved into new files dependent on previous files in the z'
chain. Best for backup targets with poar random 1/0 performance.

Mamne

Wirtual Machines
Storage

Guest Processing

[] Create synthetic full backups perindically Days. kup
Schedule

Transform previous backup chains into rallbacks
Surmmany

ichive full backup
. Create active full backups periodically Best practices
em being off-site.

) Monthly on: | First Monday Manths.

(®) Weekly on selected days:

Save As Delal

Warning: For information on configuring Fast Clone options for Hyper-V 2016 ReFS VMs please review
the Fast Clone section of this document

Warning: Veeam generally recommends against very long retention combined with infrequent active or
synthetic full backups. Generally speaking a full should be running at least once a month but contact
Veeam for their recommendation is suggested.

On the Storage tab, select the following options:
a Under Data reduction, select Enable inline data deduplication.

b Under Compression, set the Level to Dedupe-Friendly.



¢ Under Storage optimizations, set Optimization to Local target (large blocks).

Advanced Settings X

Backup Maintenance S5torage notifications wSphere Integration  Scripts
Data reduction
Enahble inline data deduplication (recormrmended)
Exclude swap file blocks (recornmended)
Exclude deleted file blocks recormmended)
[ofi]

Dedupe-friendly

Recommended Compression [ewvel Tor deduplicating storage appliances an
external WAM accelerators,

I Local target {large blocks) ~ I

Required for processing source machines wath disks larger than TOUTE, Lowvest
dedupe ratio and largest incrermental backups,

Encryption
[1 Enable backup file encryption

Add...

hdanage passwords

Save As Default Cancel

NOTE: For the best balance between backup performance and deduplication savings it is recommended

to choose these options for all of the backup jobs written to QoreStor.

Normally, Quest recommends turning off encryption, compression, and deduplication in all data
management applications. However, with Veeam, Quest recommends enabling deduplication. This is
because Veeam runs deduplication at larger block sizes, and deduplication of these large blocks does not
heavily impact QoreStor duplication results. In addition, this reduces network bandwidth utilization when

Veeam sends data to the QoreStor system, this benefits the backup performance overall.

Enable any optional settings required by your workflow and click Next.

Schedule the backup and click Create.

New Backup Job =]

Schedule
‘;\.ﬂﬂ Specy the job seheduling optione. If wou do not 2et te schedu, te job vl nesd to be contiolisd manually

Hasme (] Foun the job sutomanical
Wirhasl Machines
Stoiage

Guest Processing

Summang




9 Click Finish.

‘SUMmMary
o o The job's settings have been saved successtully. Clck Frash bo st the wizard.

Mame Sumenaiy:
Name: sorcabackup
Virtual Machines Target Path: \W10.250 241,22 Rsounce
;mu\flﬂms
Shon CLECS ders
i dmarthel7+¢1 [10.250.240.226)
plLeatfrcaesig Command e to star the job on backup serve:
"C-\Program Fles'Veeam'Backup and Replcation\Backup'Veeam Backup M anager. exe™ backup
Schedule 1 bS5 -c4aT-41 8065421 353 655 4d

[ A the jobs when | click Frish

10 To Run the Backup manually, right-click the backup job configured and select Start.

VEEAM BACKUP AND REPLICATION

HOME  VIEW
Hes o oFeEX
@ E. @ [= II I Cal Q
Start Stop Retry Active | Stafistics Report  Edit Clone Diszble Delete
Full
Job Control Details Manage Job
BACKUP & REPLICATION Q Type in an object name to search for
£} Instant Recovery (1) HAME + TYPE OBJECTS STATUS LASTRESULT  MEXT RUN TERGET
4 Jobs {6} sourcebackup Yhtware @ s Stopped Success cnotscheduled>  source
2 Back 1
4[5 Backups
 Disk Fetry
=
o 2t Active Ful
4 [ Last 24 hours
[*} Running 1) Wil statistics
[ Success Feport
Disable
@ Clane
& Delete
[ Edit.,

Setting up the QoreStor system replication

1 | NOTE: For the steps in this procedure, assume QST is the replication source QoreStor system, and QS2 is the replication
target QoreStor system. ‘source’ is the replication source container, and ‘target’ is the replication target container.

Creating a CIFS/NFS replication session

1 Create a source container on the source QoreStor system.

2 Create a target container on the target QoreStor system.
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3 On the source QoreStor system, go to the Replications Tab. Click the Add replication button.

Replications (0) o

6.0.0.670

Replications O

No Replications Available

Add replication

4 Select the source Container for Replication and click Next.
5 Select the Encryption type for the Source Container and click Next.
Add replication

Encryption

. None

@ AEs 128bit

Q© AES 256bit

6 Enter the target QoreStor systems-related information then click Retrieve Remote Containers. Select a target
container from the populated list, and click Next.

Add replication

Target container
. Local
o Remote

admin

qspl-6300-47 systest ocarina.local

Retrieve Containers.

Add replication

Limits

8 Verify the Summary and click Finish.

9 Check replication is added successfully and confirm the replication details.



Restoring from the replication target

NOTE: Before restoring from the target QoreStor system, make sure that the replication session state is

INSYNC on the QoreStor syste

sure that the target QoreStor system container has the CIFS/NFS connection(s) enabled.

1 Add the target QoreStor system container to the Veeam repository. For instructions, see the above sections

Creating a CIFS container for use with Veeam or Creating an NFS container for use with Veeam.

m GUI Replication menu. Stop or Delete the replication session, and make

Update all backup jobs that use the source QoreStor system container as a repository and change them to use

the target QoreStor container as the backup repository.

backup option.

Under Backup & Replication, click Restore to create a restore job. Select the appropriate restore from the

VEEAM BACKUP AND REPLICATION

L g s@Ep|az

Backup Replication  Backup VM File  [Restore Jmport
Job

= saciwp arepucaTion
@3 seckup mFRasTRUCTURE

=

Pl VIRTUAL MACHINES

ORAGE INFRASTRUCTURE

-

Tape npRasTRUCTURE

5 fuss

E'Ejll

Failover

Copy Copy Copy packup  Plan
Primary Jobs Ausiary Jobs Restore  Failover Plans
BACKUP & REPLICATION Q Tvpe in an object name to seardh for
4 i dobs NAME + TYPE OBIECTS STATUS LASTRESULT  NEXT RUN TaRaET]
fBBackue &} sourcebac Ly ce
8 paclup  sourcebackup Restore Wizard
4 E- Backups
& Dk Restore Options -
4 B Lat2bous What oLl you ke to da? A
3 Sucoess _—
L]
L]
=% Restore fiom backup — Reestore from replica
E=4 =

WM recaver,
o>
files [VMDK. ¥hx)
files [windows)

ther 05)

Planned faiover

Faiback to production

Guest fles (windows)

4 C(lick Add VM and select the V

M to be restored and click Add.

Backups Browser \LI
Select vitual machine:
ntainers from live
Job name Last restore point M count___Restore points count
4 “sourcebackup  3/2/2016 1:25:54 AM 1
I | (T dmahel7w1  less than a day aga (1:2 i | |
2 1
Add WM
Point
Femove
;
i1 Type in an object name to search for 3 Q|




5 Select the Restore Mode and click Next

Restore Mode

[] Restore WM tags
Summary

E’a Specify whether selected Wis should be restared back to the original location, o to a new location or with different settings.

Wirtual Machines ) Restore to the original location
Guickly inttiate restore of selected Wis to the orginal location, and with the original name
| Restoraiods W and setings. This opton minmizes the chance of uset input enor
Host Restore to a new location, or with different settings
Customize restored VM location, and change its settings. The wizard will automatically
Fiesource Pool populate all controls with the: original Wi settings as the default settings.
Datastore Pick prowy to use
Folder
Metwark
Reason

Select this option to restore WM tags that were assigned to the M when backup was taken.
[ @uick rallback [restare changed blacks only]

Alloves for quick VM recovery in case of guest 05 software problem, or user ermor. Do not use this
option when recovering from disaster caused by hardware or storage issue, or power loss.

« Previous I Mest > I Firigh Cancel

6 Provide the Host details as per requirement and click Next.

I_I Host

By default, original host is selected as restore destination for each VM. You can change hast by selecting desired M and
clicking Host. Use multi-zelect [Chrl-click and Shift-click] to select multiple W3 at once.

Host

Wirtual M achines WM location:
Name
H=slorelkioie L T

Resource Paol
Datastare
Folder
Metywork
Reason

Sumrmaty

E 102021328

Select multiple YMs and click Host to apply changes in bulk. I Huost.

[ ¢Pevious [[ Mews W Frich | [ Caneal |

7 Select the resource pool and click Next

Resource Pool

Virtual Machines WM resource poal:

By default. original resource poal is selected as restare destination for each WM. You can change resource poal by selecting
desired WM and clicking Pool. Usze multi-select [Ctrl-click. and Shift-click) to select multiple VM at once.

Name
Restore Mode 1 dmarthel7-1

Host
Datastore
Folder
Metwork
Reason

Surnrmary

Resource Pool
Resources

Select multiple Mz and click Pool to apply changes in bulk.

[ <Pevious || Mew> QB Fiir | [ Concel |

8 Select the data store, and disk type, and click Next.

9 Provide the new name for the restored VM and click Next.

Setting Up Quest® QoreStor™ with Veeam® Backup & Replication™
Configuring QoreStor as a CIFS/NFS Repository

27



You may select multiple VMs.

Full VM Restore Wizard £

I_I Folder

By default, original WM falder is selected as restore destination for each WM. You can change folder by selecting desired WM and
clicking Falder. Use multi-zelect [Ctr-click and Shift-click] to select multiple Mz at once.

Wirtual Machines

Restore Mode

iscovered vitual ma.
Specify how selected WM name should be changed.

Host
Set name to
Resource Pool ‘dma.lhgﬁ.\ﬂ
Datastore (] Add prefis
[e_ |
Add suff
Netwark. & .
| restored |
Reason
Summary

Selsct multple Vs to appl seltings changs in buk

‘ < Previous || Mewt » || Finish H Carcel |

10 Select the network location and click Next.

11 Provide the reason for the restoration. Click Next.

|_I Reason

Type in the reazon for performing this restore operation. This information will be logged in the restore sessions histary for later
ieference.

Virtual Machines Restore reason;

Restors Mode
Host
Resource Pool
Datastore
Folder
Netwark

Summary

[] Do not show me this page again

< Previous I Mext > I Finish Cancel

12 Click Finish.

I_l Summary

Please review the restore settings before continuing. The restore process will being after you click Finish. Navigate to the
comesponding restore segsion under History node to monitor the progress.

Wirtual Machines Summary:

Proxy: Automatic selection

Restare Mode
Original %¥m name: dma-rhel7-+1

Hast Mew WM name: new_dma-rhel?-v1_restored

Restore point: less than a day ago [1:27 AM Wednesday 3/2/2016]
Target host 10.250.213.25

T arget resource pool: Resources

Target WM folder: Discovered virtual machine

Resource Poal

Datastore Target datastore: datastorel
Metwork mapping:

Folder WM Metwork -» %M Network

Metwork.

Reasan

[W] Powser on'WM after restoring

< Previous | | Next > |I Finish || ‘ Cancel
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13 After the restore job has been created, you can execute the job and monitor it from the Backup & Replication

menu.

VM Restore -

W name: dma-rhel7-+1 Status: Success
Festore type:  Full M Restone Start time:  3/2/2016 3:19:40 &AM
Iiitiated by DkA-5ERYER 1\ Administrator Endtime:  3/2/2016 3:34:04 AM

| Statistics | Reason | Parametersl Log |

Meszage Duration | ~
Uszing zource proxp Wkware Backup Proxy [hotadd]
E files to restore (160.0 GB)
Festoring [datastorel] new_dma-thel?-»1_restored/dma-rhel7-w1 v 0.00:02
Restoring file dma-rhel7-w1.wmef (0.4 KB)] 0:00:01
Restoring file dma-rhel7-v1.nvram [8.5 KB) 0:00:01
R egistering restored WM on host: 10.250.213.25, pool: Resources, folder: Discovere... [N
Freparing for virtual disks restore 00050 | <
Restoring Hard dizk 1 [160.0 GB]: 24.8 GE restored at 38 MB /= 0:11:08
Powering on restored Vi 0.00.05
Festore completed successfully W

Close



Using QoreStor as a Veeam Object
Storage Repository

Creating an Object Storage Container

1 Select the Containers tab, then click Add container.

L3 g admin -

Versic System Status
720308 Healthy

Containers(0)

2 Enter a container Name, select a Storage Group or leave the DefaultGroup option selected, and select Object

(S3 Compatible) from the Protocol dropdown menu. Click Next.

Add Container

e —
‘ Object (S3 Compatible) v‘

Name
sample s3

— Storage Groug
‘ DefaultGroup V‘

Next

3 On the https/https settings screen leave the default settings and click Next.

4 Confirm the settings and click Finish. Confirm that the container is added.



Add Container

5 Select Containers and find the newly created Object Container. Click the ellipsis(...) menu and select Edit.

Containers (1)

[E Details
Connection R

OBJECT No & Enable Cloud Tiering Policy

£ Edit

[ Delete
DefaultGroup

6 Click Add User.

7 Enter a username and a secret key. Select readwrite from the Policy Name dropdown menu then click Save.

Remember this secret key/password as we will be entering it into Veeam later.

8 Select the Create Bucket button.

Object Container - sample-s3 Version System Stat
7.2.0308 Healthy

Summary

hitps://10.230.96.11:9001 Online Disabled

Buckets (0)

Users (1)

Add User

object user enabled readwrite

Rows Per Page | 10 v| 1-1ef1

9 Enter a bucket Name and then click the save button.



A Warning: Do not select Object Locking as this feature does not work with Veeam

10 Confirm both the user and bucket have been added.

Object Container - sample-s3

Adding the QoreStor Object Storage

Container as a repository in Veeam

To maximize the QoreStor and Veeam deduplication savings and performance, Quest
recommends using the exact settings in this guide for all the data being backed up.

The backup data will change format completely when backup settings are changed. Hence, all the data should be
backed up with the same settings to get accurate savings numbers.

1 Open the Veeam Backup & Replication console.

2 In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup Repository.



Repository Tools

Backup Repositery

=
=
Add
Repository ory
Manage Repository

Backup Infrastructure

ackup Proxies -~

w* v

= i I
e | Add backup repasitary.,
Rescan

2, 5PL-4300-26_CUVF Veearn_RDCIFSA0SPL-63
£ WAN Accelerators
:i} Service Providers
& SureBackup

& Application Groups
% Wirtual Labs

a (‘;‘l Managed Servers
4 B WMware wSphere
a

[

vCenter Servers

cunf-wr-wsa.systest.ocarina.local
4 [Ye Microsoft Hyper-v/
El Standalone Hosts
[F« Microsoft Windows
EA Linux v

ﬁ Horme
=
@:‘ Inventory

E’g Backup Infrastructure

i‘ Starage Infrastructure
Tape Infrastructure

@ Files

3 On the Add Backup Repository page select Object Storage.

Add Backup Repository

Select the type of backup repasitery you want o add,

Direct attached storage
Microsoft Windows or Linux server with internal or direct attached storage. This configuration enables data
movers to run directly on the server, allowing for fastest performance.

Network attached storage

el Mebwork share on a file server ora NAS device. When backing up to 2 remote share, we recommend that you
select 3 gateway server located in the same site with the share.

Deduplicating storage appliance

Dell Data Domain, ExaGrid, Fujitsu ETERMUS C3800, HPE StoreOnce, Infinidat InfiniGuard or Quantum DX, If you
are unable to meet the requiremnents of advanced integration via native appliance API, use the network attached
storage option instead,

CObject starage
On-prem object storage system o a cloud object storage provider,

Cancel

4 On the Object Storage page select S3 Compatible.



. x
Object Storage
@ Select the type of object storage you want ta use as a backup repositary.

Fé 53 Compatible

Adds an on-premises object storage system or a cloud object storage provider.

aws  Amazon 53

Adds Amazon cloud object storage, Amazon 53, Amazon $3 Glacier including Deep Archive) and Amazon
Snowball Edge are supported.

3 Google Cloud Storage
Adds Gaogle Cloud storage. Both Standard and Nearline storage classes are supported,

@ 1BM Cloud Object Storage
R s 18M Cloud bject storage, 53 compatible versions of both on-premises and IBM Cloud storage offerings are

supparted,

/A Microsoft Azure Storage

Adds Micrasoft Azure cloud object storage, Mierosoft Azure Blob Starage, Microsoft Azure Archive Storage and
Microsoft Azure Data Bax are supported,

@ Wasabi Cloud Storage
Adds Wasabi cloud object storage,

Cancel
5 Enter a Name for the repository and click Next.
Mew Ohject Storage Repository X
E Name
|i‘—| % Type in a narme and description for this object starage repository.
Name
Account
Description:
Bucket Created by SYSTESTAdylanr at 5/10/2023 0:20 A,

Mournt Sercer

Review

Apply

Summary

[ Limit concurrent tasks to: 2 2
Use this setting to limit the maximum nurmber of tasks that can be processed concurrently in cases

when your abject starage is averloaded or cannot keep up with the number of AP| requests issued by
multiple object storage offload tasks.

Cancel

6 Click the Add... button listed next to the Credentials dropdown.

7 Enter the username created in the Creating an Object Storage Container section into the Access Key field. Enter
the secret key/password created in the Creating an Object Storage Container section into the Secret Key field.
Finally, click the OK button.

Credentials X

Aiccess key |0hject_user |

= % Secret key: |ooo.oo.oo.o ,‘i‘\|
Description:




8 Enter the QoreStor https address and port into the Service Point field. This can be copied from the Summary

section within the edit page of the object container, just above the bucket and user sections. Select the user
added in step 7 in the Credentials field and then click Next >.

New Object Storage Repasitory

X
n Account
i‘_é Specify account to use for cannecting to §3 compatible starage system.
M | Serice point:
||mtps:m0.230.96.11:9001| \|
Account Fegion
Bucket [us-east-1 |
Credentials:
Mount Server
| A object_user {last edited: less than a day aga) v Add..
Rewier Manage cloud accounts
Apply
Surmany

Connection mode:

Direct Choose..
Specify how object storage should be accessed and configure repository access control settings for
backup agents,

e Canel

i NOTE: The QoreStor service point can be found and copied from the Summary section within the edit
page of the object container

Object Container - sample-s3

Healthy

Buckets (1)

9 If prompted about an Untrusted Root certificate, click Continue after viewing the certificate and confirming it is
signed by QoreStor.

Certificate Security &lert *

l=ﬂ Connection is not secure,
-

Rernote certificate chain errors:
UntrustedRoot (& certificate chain processed, but terminated in a root

certificate which is not trusted by the trust arosiden)
Continue Cancel

10 Click Browse... on the bucket field.



New Object Storage Repasitory X

Bucket
i g Seecityobject torage systam bucket o use

Name Bucket:
Accoun I ==

Folder
sz \ | [
Maunt Server o .

[] Limit object storage consumptionte: 10 2| TE
Rewview This is a soft limit to help control your object storage spend. If the specified limit is exceeded,

already running backup offload tasks will be allowed ta carplete, but no new tasks will be started.

aEek [ Make recent backups immutable for, 30 = | days
Surnmary Protects backups from modification or deletion by ransarnware, malicious insiders and hackers, GFS

backups are made immutable for the entire duration of their retention policy.

Cancel

< Previous

11 Select the bucket created in the Creating an Object Storage Container section and click OK. If no bucket

appears confirm you completed the create a bucket step in the previous section.

Select Bucket X

Buckets:

Ok Cancel

12 Click Browse... next to the Folder field.

New Object Storage Repasitory X

Bucket
i —, Specify object storage system bucket to use,

Mame Bucket:
sample-s3 Browse...
Account [rame I |
Folder:
Bucket | I: v ]
Maunt Server :
[] Limit object storage consumptionte: 10 2| T8
Review This is 3 soft limit to help control yaur object storage spend. If the specified limit is exceeded,

already running backup offload tasks will be allowed ta complet, but no new tasks will be started,

G [ Make recent backups immutzble for. 30 = | days

Pratects backups from modification or deletion by ransarmrare, malicious insiders and hackers, GFS

Sumrary r e : s
backups are made immutable for the entire duration of their retention policy.

< Previous Next > Cancel




13 Click the New Folder button and name the folder whatever you would like. Once finished select that folder and
click the OK button.

14 Define any other settings you might like then click the Next > button.

e Object Storage Repositary X
Bucket
i —, Specify object storage systern bucket to use,
Marne Bucket:
[sample-s3 || Browse.
Account
Folder:
Bucket [veeam Folder | [ rowse..
Maunt Server ) )
[] Limit object storage consumptionto: |10 2| T
Gerid This is a soft limit to help contral your object storage spend. If the specified limit is exceeded,

already running backup offload tasks will be allowed to complete, but no new tasks will be started,

Apply [ Make recent backups immutable for. 30 = | days

Protects backups from maodification or deletion by ransomuare, malicious insiders and hackers, GFS

Sumrnary
backups are made immutable for the entire duration of their retention policy,

< Previous | Mext » I Cancel

15 Click Next.

New Object Storage Repository X

] Mount Server
I L Specify a senver to mount backups to when performing advanced restores ifile, application iterm and instant VM recoveries).
# Instant recoveries require 3 write cache folder to stare changed disk blocks in.

Mount server:

Marme

R720-40.systest.acarina local (Backup serder) v Add New..,
Bccount

Instant recovery write cache folder:
Bucket ‘F:\ngramData\V&eam\Eackup\ Brauise. .

Ensure that the selected volume has sufficient free disk space to store changed disk blocks of instantly

Mourt 3 ! ’
SHIMESENED recavered machines, We recommend placing the write cache folder on an 55D drive.

Review Enable wPower NFS service on the mount server (recommended) Ports...
Unlocks instant recovery of any backup (physical, virtual or cloud) to a Yidware vSphere Wi,

Apply wPower MFS service is not used for instant recovery to a Micrasoft Hyper-¥ Wi,

Summary

Helper appliance has been configured successfully,

< Previous | Mext » I Cancel

16 Click the Apply Button.

17 Confirm the Repository was created successfully and click Next.



Mewr Object Starage Repositary X

Apply
Please wait while your settings are being saved to the configuration database, and required backup infrastructure objects are
# created.
Hame Message Duration
PR Starting infrastructure tem update process 0:00:05
[R720-40] Discovering installed packages 0:00:01
Bucket [R720-40] Registering client R720-40 for package Transport
[R720-40] Registering client R720-40 for package wPower NFS
Mount Server [R720-40] Registering client R720-40 for package Mount Server
[R720-40] Discovering installed packages
Rz All required packages have been successfully installed
ooy Detecting server configureion
Reconfiguring vPower NFS senvice
Sy Creating configuration database records for installed packages
Creating database records for object storage repository 0:00:10
Object starage repasitory has been saved successfully

< Previous

18 Finally, on the Summary page click the Finish button. Your Repository should be ready for use. Feel free to

reference the Creating a backup job with a QoreStor system repository in the Veeam section for adding this
repository to a job.

Mewy Object Storage Repository X

i_nl Summary

1 . You can copy the configuration infarmation below for future reference,

Name Summary:
bbjact storage repository was successfully created.
Account Mame: Object storage repository 4
Description: Created by SYSTEST\dylanr at 571072023 9:33 &AM,
Bucket Type: 53-compatible
Gatewway server direct connection
Kount Sereer Service point: https://10.230.56.11:5001
Region: us-east-1
: Bucket: sample-33
Review Concurrent tasks limit: unlimited
Starage consumption lirmit: unlirnited
Apply Recent backups will not be immutable
Mount server: RY20-40.systest.ocaring. local
Summary Helper appliance: R720-40,systest.ocarina.local
< Previous




Using QoreStor as a Veeam Scale-Out
Capacity Tier via Object Container(S3)

Scale-Out Repositories are a Veeam feature that allows you to transition data from one repository to another via
policies defined in Veeam. This could be used with the QoreStor performance tier to move data into a slower QoreStor
tier or with spindled disk-to-tier initial backups to QoreStor. In this section, we will cover using the new Object

Container QoreStor feature to allow Veeam to write via S3 to QoreStor as a scale-out capacity tier.

Scale-out repositories work by first creating basic repositories. Then you create a scale-out repository adding the initial

performance tiers and capacity tiers already added as basic repositories.

Creating an Object Container(S3) in the
QoreStor

1 From the QoreStor Ul select Containers then click Add Container.

Containers (2)

A Container

QSPL-6000-01_CWF-NVBU-RDS

DefaultGroup

2 Select the Protocol dropdown and set it to Object (S3 Compatible). Click Next.

3 Provide Unlimited Quota and click Next.



Add Container

Verify the summary is correct and click Finish.

The Object Container is now created but we need to create a bucket other than the default. Click the ellipsis on

the container and click Edit.

ObjectContainer

] Details

Enable Cloud Tiering
Policy
Enable Archive
Tiering Policy

# Edit

Delete

Local Storage

Summary

https://10.230.98.82:0000 Online

Buckets (1)

default-bucket

Name the bucket and click Save.

Create bucket




Adding the QoreStor Object Container(S3) as a
repository in Veeam

1

'VEEAM BACKUP AND REPLICATION

Add Remove
Repository Repository Repositor
Manage Repasitory Tools

BACKUP INFRASTRUCTURE Q Type i on object name tosearch for

5 Backup Prosies HAME 4 TYPE HOST PATH
= Backup sy Default Backup Rep..  Windows DMA-serverlte.,  CBackup
S scalen source CFS \10.250241,23..
3 WAN Accelerators
(23 Sence providers
4 [ SueBackup
(1 Appiication Groups
2 Vitual Labs
4 (Z1 Managed servers
b WMwae vSphere
Miciosoft Windows

CAPACITY
500.7 GB
7878

In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup Repository.

FREE DESCRIPTION
797GE  Created by Veeam Backup
60TE  Created by DIVIA-SERVERTVAdrministrator at 3/2/2...

2 Click Object storage.

Add Backup Repository

Select the type of backup repositary you want to add.

Direct attached storage

rrovers to run directly on the serser, allowing for fastest performance,

MNetwork attached storage

select a gateway server located in the same site with the share,

Deduplicating storage appliance

advanced integration via native appliance AP, use the network attached storage option instead,

MicrosoftWindows or Linux server with internal or direct attached storage, This configuration enables data

Metwork share on a file server or a NAS device, When backing up to a remote share, we recormmend that you

Dell EMC Data Darnain, ExaGrid, HPE StoreOnce or Quantum DX, If you are unable to meet the requirements of

Object storage

Tier of scale-out backup repositories, backing up directly to object storage is not currently supported,

On-prem object starage systerm or a cloud object storage provider, Object storage can only be used as a Capacity

3 Click S3 Compatible.

@ Object Storage

Select the type of object storage you want o use s a backup repasitory.

|!_n| 53 Compatible
W&  Adds an an-premises object storage system or a cloud abject storage provider,

AWS  Amazon 53
Adds Amazon cloud object starage, Amazan $3, Amazon §3 Glacier (including Deep Archive) and Amazon
Snowball Edge are supported,

3 Goagle Cloud Storage
Adds Google Cloud storage. Bath Standard and Mearline storage classes are supparted,

@ IBM Cloud Object Storage
~

Adds IBM Cloud object storage. 53 compatible versions of both on-premises and IBM Cloud storage offerings are
supported.

IA Microsoft Azure Blob Storage
Adds Microsoft &zure blob storage, All tiers of Azure Blob Storage and Azure Data Box are supported.

4 Define an object storage repository device name then click Next.




MNew Object Storage Repository

n Name
Ii———i Type in a name and description for this abject storage repositony.

Name Name:
|Object storage repositony 2 I

Account

Description:

Bucket

Suramary

[] Limit concurrent tasks tor [z =

Use this setting to limit the maximum number of tasks that can be processed concurrently in cases

when your object storage is averloaded ar cannat keep up with the number of BP| requests issued by
multiple object storage offload tasks.

5 Click Add on the credentials line.

Mew Object Storage Repository

X
n Account
Iir——i Specify account to use for connecting to $3 compatible storage system.
Harme [service pairt:
httpsfhostnarme: 53000 ‘

Account —
Bucket [u5-east-1 |

Credentials:
Summary

| 4 backup_user (Jast edited: 320 days aga) v| Add... ]

IManage cloud accounts

[ Use the fallowing gateway server:

R720-40.5ystest.ocarina local (Backup server)

< Previous Fancel

Add the username with the object role in QoreStor in the Access Key line. Add the password for that user to
the Secret line. By default, this password is StOr@ge! (The “0" in the password is the numeral zero).

Add the QoreStor access information to the Service Point line. This is usually https://<hostname>:9000 or
https://<ipAddress>:9000 then click Next.



Mew Object Storage Repasitary X

Account

1 —, Specify account o use for cannecting to 53 compatible storage system.

Name [Gerice point: '|

https://hostname:5000 | |
Account

e

Bucket [as-east-1 |
5 Credentials:
ummary

[ backup_user (last edited: 320 days agn) <A s ]

Manage cloud accounts

[ Use the following gateway server:

R720-80.5ystest ocarina lacal (Backup server)

< Previous Cancel
8 If you get a certificate security alert, click Continue.
9 On the bucket page click Browse... under the bucket line.
Mew Object Storage Repositary X

Bucket
Specify object starage system bucket ta use.

Name Bucket:
P \
Folder:
Bucket \ [ e
Summany

[ Limit object storage consumptionte: 10 2 T&

This is 2 soft limit ta help contral yaur object starage spend. If the specified limit is exceeded,
already running backup offload tasks will be allowed to complete, but no new tasks will be started.
[ Make recent backups immutable for 30 = | days

Protects recent backups from modification or deletion by ransamware, malicious insiders and
hackers using native object storage capabilities. Object storage must support 53 Object Lock
feature,

< Previous Lpply Cancel

10 Select the bucket name created in the Creating an Object Container(S3) in the QoreStor section of this guide.
Click OK.

11 Back on the bucket page click Browse... under the folder line



New Object Storage Repository *

Bucket
1 ~ Specify object storage syster bucket to use.

Mame Bucket:
N \ | [ Browse.. |
ccount

Folder: :
Bucket ‘ I Blaeoa
Sumrnary

[] Limit object storage cansumptionta: 10 = | |78
This is a soft limit ta help contral your object storage spend. If the specified limit is exceeded,
already running backup offload tasks will be allowed to complete, but no new tasks will be started.
[] Make recent backups immutable for: 30 | days

Pratects recent backups from modification or deletion by ransoraware, rmalicious insiders and
hackers using native abject storage capabilities. Object storage must support §3 Object Lock
feature.

< Previous Apply Cancel
12 Click New Folder and define a folder name.
13 Select the newly created folder and click OK.
14 Back on the bucket page click OK.
Mew Object Storage Repository X
Bucket
E-' Specify object storage system bucket ta use,
Mame Bucket:
Account ‘samp\e ‘ Browwse...
Folder:
Bhalcl [Wew Folder | [ erowse..
Surmary [] Limnit abject storage consumptionta: 10 = T8

This is a soft limit to help control your abject storage spend. IFthe specified limit is exceeded,
already running backup offload tasks will be allowsd ta complete, but n new tasks wil be started.
[ Make recent backups immutable for: 30 * | days

Frotects recent backups from modification or deletion by ransomware, malicious insiders and
hackers using native object storage capabilities. Object storage must support 53 Object Lock
feature,

< Previous | Rpply I Cancel

15 Verify the Summary and click Finish.

Adding the Object Container(S3) as a capacity tier to
a Scale-Out repository

1 In the Backup Infrastructure section, right-click Scale-out Repositories, and select Add Scale-out backup

repository.



Scale-out Repositony

= X | ¥ e
&50n ala =
Add Scale-out Edit Sca it Remove Resd
Regeaitany Repogite Repasit SITTHE Repe
Manage Sesle-out Repository Manage Settings  To
Backup Infrastructure Q Typeinan
= EBackup Prosies Marne T
£ EBackup Repositories 1, Q5PL-4300-
o Btenal Repositories
1 is:.l.. -
g‘m -llf:ﬂ" -E Add scale-out backup uposimzya |
zih
o ':II'AN & Rescan
{7 Service Providers
4 SureBackup

[ Application Groups
2 Virtual Labs
4 {Z1 Managed Servers
* {5 Vivbaare viphere

2 Click Next.

3 Add an existing spindled disk Repository or QoreStor Performance Tier based Repository to this page. Click

Next.

4 Set your Performance Tier placement policy. Setting this depends on the number of performance tier

repositories added and the resiliency of the backups required. Please reference Veeam documentation.

*

Capacity Tier

Surnrmary

ew Scale-aut Backup Repository

Performance Tier
Select backup repositories to use as the landing zone and for the short-term retention,

Extents:

Marne
_ %}lOSPL-GBOO-O?_CWF-Veeam-CIFS

Flacerment Palicy

Add...

Remowe

Click Advanced to specify additional scale-out backup repository options,
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Mews Scale-aut Backup Repasitary X

Placement Policy

= Chaose a backup files placement palicy far this perfarmance tier, When mare than one extent matches the placement policy,
B m backup job will chose extentwith the most free disk space available,

Mame (® Data locality
All dependent backup files are placed on the same extent, For example, incrermental backup files will
Performance Tier be stored together with the corresponding full backup file, Howewer, the next full backup file can be

created on another extent (except extents backed by a deduplicating storage).
Placement Policy
O Performance

Capacity Tier Incremental backup files are placed on a different extent fram the correspanding full backup file,
prowiding for better backup file transformation performance with raw storage devices, Note that
Sunnary losing an extent with a full backup makes restoring from increments impossible,

< Previous Cancel

5 Select the Extend scale-out backup repository capacity with the object storage checkbox. Select the object
storage repository created from the Adding the QoreStor ObjectContainer(S3) as a repository in the Veeam
section of this guide. Set the retention age for the object repository, keep in mind restores will be quicker from

the Performance Tier. Click Apply.

DO NOT USE ENCRYPTION

Mew Scale-out Backup Repository x

Capacity Tier
] Specify object storage to copy backups to for redundancy and DR purposes, Older backups can be moved to object storage
I m completely to reduce long-term retention costs while preserving the ability to restore directly from offloaded backups,

Mame Extend scale-out backup repository capacity with object storage:

Pz T Ohject starage repositary 2 ~ Add...

Placement Palicy Define tirme windows when uploading to capacity tier is allowed Windaowy,.,

Capacity Tier [ Copy backups to object storage as soon as they are created
2 Create additional copy of your backups for added redundancy by having all backups copied to

ey r— the capacity tier as soon as they are created on the performance tier,

Move backups to object storage as they age out of the operational restare window
Reduce yourlong-term retention costs by moving older backups to object storage completely
while preserving the ability rectly from offloaded backups.

Maowe backup files older thah |14 2 8ays (your operational restore windowd Owerride...

[] Encrypt data uploaded to object storage

Manage passuords

< Previous Cance|

Warning: Do not configure Encryption in Veeam, this will cause QoreStor savings to be extremely low. Instead,
configure the Object Container to use encryption in QoreStor.

6 Verify the Summary and click Finish.



Using Instant Recovery with QoreStor

Veeam's Instant VM Recovery immediately restores a virtual machine (VM) back into your production environment by

running it directly from the backup file.

Instant VM Recovery uses patented vPower® technology to mount a VM image to a production VMware vSphere or

Microsoft Hyper-V host directly from a compressed and deduplicated backup file.

By default, all changes to virtual disks that take place while the VM is running, are logged to auxiliary redo logs
residing on the NFS server (Veeam backup server or backup repository). These changes are discarded as soon as a
restored VM is removed or merged with the original VM data when VM recovery is finalized, that is when VM is

migrated back to production storage.

Veeam vPower NFS service is a Windows service that runs on a Windows backup repository server and enables it to
act as an NFS server

Instant Recovery with ESX

Enabling Instant Recovery with ESX

1 Create a backup job for the required VM as described in Section 3, the only difference is to set the vPower NFS
Datastore in the vPower NFS tab.

2 Check the checkbox Enable vPower NFS Server option on the vPower NFS tab and select the appropriate folder
as the NFS Datastore.

3 NFS Datastore can also be configured on different Windows servers if required and can be done by selecting

dropdown and adding the host along with credentials.



4 ¥Power NFS
Specify wPower NFS settings. wPower NFS enables running virtual machines directly from backup files, allowing for advanced
functionality such as Instant YW Recovery, SureBackup, on-demand sandbow, U-A1R and multi-0S file level restore

Name wPower NFS
T [V Enable vPower NFS server [recommended)
This server v
e \ |
Specify vPower NFS oot folder, Wiite cache will be stored in this folder, Make sure the
Pepository selected volume has at least 10GE of free disk spacs available

| vpawerhes Folder, |7 |veean? || Bowse.. |

Review

Apply

Click Manage 1o change wPaver NFS management port
Ciick Ports to change vPower NFS service ports

<Previous | [ Nest> | [ Finsh | [ Cancal |

Performing Instant Recovery for ESX

1 Onthe Veeam Server's console, click the Restore Wizard option, then select the VMware option and select
Instant VM recovery.

Restore Options e
‘What would pou ke o do? ﬁ

Restor from iephca
O Fadover to repica
: ) Plarned isdover
) WM hard ks () Fadback to production
© WM fles (VMDK, YMX) © Guest fles (Windows)
O Guest fles Windows) O Guaest fles [othes 05)
(O Guest fles (other 0S) O Apphcation Rems

O Applcation tems

i‘B.'I_.k

2 Select the virtual machine to be recovered and click Next.
3 At the Restore Point step, select the restore point desired.

Restore Point

= Chionse restore print you wart o recover the selested vitus! mackine to
=)
Vittual Machine VM name:  dmarrhel7-v1 Driginal host;  10.250.240.226
[HI— #wailable restore paints:
Created Tupe
Restore Reason ¥ less than a day ago [1:27 AM Wednesday 3/2/2016] Full |

Fieady ta Apply

Recavery

<Previews || Mems || rion || careal
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6

7 At the Datastore tab, leave the Redirect virtual disk updates option unchecked. This will let you use Storage

8

4 At the Restore Mode step, select Restore to a new location, or with different settings.

5

Vitual Machine ) Restore to the aiginal lecation
. nm.ﬁumsaww;mummwm“mm
Restose Poinl Thiz imanamizes the chance of user input o
_ Ramln.mhcdnuﬂhﬂlmm
Customize retosed WM location, snd changs it seltings. The wizand vl sutomanc.aly
Diesstination it 8l cocitnol wath the oignal W selling: s the delsull tellng:
Datastone:

Restote Resson
Fleady 1o Apply

Recovesy

[ Comcat_]

box, select the resource pool to which the restored VM should belong.
In the Restored VM name field, set the desired VM name.

Destination

]
e
E}

Wirtual W achine

adjust VM sattings first [such as change VM netwark].

Host

Choose ESX server to mun the recovered vitual maching on. vou can choose to power on'M automatically, unless you need to

[10.250.213.25

‘ | Chooss. .
Fiestore Paint

WM folder:
Recovery Mode

‘D\scoveled virtual machine ‘ | Chooss. .

Datastore dina-thel7-v1_IA|

esouice poal He:nuu:e!
Restore Reason

(% Resources

Fieady o Apply (4 VitualLab

Fiacorvsty

|<Prevlous ‘I Mewt > m Firizh || Cancel |

vMotion to migrate the VM to production after the VM is recovered from the backup.

In the Ready to Apply screen, enable Connect VM to network and Power on VM automatically.
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Ready to Apply

EE’ Please review the
-

Yirtual Maching
Restore Paint
Recovery Mode
Diestination
Datastare
Festore Reason
Ready to Apply

Recovery

Instant Recovery

provided settings.

Instant recovery setiings:

Whd: dma-thel7-v1, backed up less than a day ago
Host: 10.260.213.25

Datastare: Disabled

Mew WM name: dma-thel7-v1_IR

After you click Next. the selected VM will be instantly recovered into your production ervironment.
To finalize the recovery, use Storage Vi otion to mave running ¥M ta the production storage.
Altematively, you can perform cold VM migration during your nest maintenance window.

If you are performing manual recovery testing, remember to change WM network to non-production
before powering on the Yhi.

I ake sure original zerver is powered off. Recovering server into production network with
original server still running may affect some applications.

2B

arinect VM to network,

'ower on Wi automatically

[ <reves [T ]

9 Click Finish to start Instant VM Recovery.

Recovery

' Please wait whils WM

Wirtual Machine

Restore Paint
Recovery Made
Destination
Datastare
Restore Reason
Ready to Apply

Recovery

Instant Recovery

recavery is perfomed

Log:

Message Duration
Starting YM dmarthel7-v1_IR recovery
Connecting to host 10.250.213.25 0:00:09
Checking it vPower NFS datastore is mounted on host 00046
Locking backup file
Fublishing /M Cooio
Updating M configuration
Checking free disk space available to vPower NFS server
Registering Wi :00:46
Powering on'WM 0:00:03

Updating session history
dma-hel7-v1_IR has been recovered successhully
“waiting for user to start migration

Cancel

10 Open the vSphere client and make sure that the restored VM is started on the ESX host you selected.

Fie Edt Vew Inveniory Admnistration Plugin Help

=1

50 trventory

]

2|

) Hosts and Clusters

P B

0 -

mulp &5

5 @ wenz
= (3 v vmlsblocal
[ vmiab secondary
= @ vmesa2vmistioc
5 @ Web 1 Recovered
dows 2008 Ve 1
= @ Weo 2 Rocovered
B wrdows 2008 Wed 2

Windows 2008 Web 1
“Getting Stanted.* Summary RescurceAllocation | Performance “Tasks & Events “Alarmz [EIETY Permissions “Maps Storageviews

Press CTRL + ALT + DELETE to log on

ecent Tasks Hame, Target or Status contains: + — x
Name Targer Satus [Deas | Intiateaby | vCenter Server Tiequested Start 1., — | Start ime TCompieted Time T
) FaloverRecovery Aan =] @ Complesd Administrace (31 1170872012 7:2928 . (201272428 .. 11052012 73751

G T o e e i e e [ i
poel & &d @ AEEG =

11 In Veeam Backup & Replication, open the Backup & Replication view, select the Instant Recovery node in the

inventory pane, and ma

ke sure that the Instant VM Recovery session is available and mounted.




Instant Recovery with Hyper-V Server

Enabling Instant Recovery with Hyper-V

Create a backup job for the required VM as described in Section 3 and the only difference is to set the vPower
NFS Datastore in the vPower NFS tab as shown in the following screenshot.

Select Enable vPower NFS Server on the vPower NFS tab

NOTE: There is no need to provide a folder as an NFS Datastore. In the case of Hyper-V, cache data is

directly stored at the Hyper-V server's datastore location.

Edit Backup Repository

e ¥Power NFS

& Speciy vPawer NFS seliings, vPower NFS enables running vitual machines dieely fiom backup files, dllawing for advanced
L5 functionailty such as Instant ¥ Recovery, SureB ackup, on-demand sandbes, U-41R and muli-05 fie level restore.

Mame wPower NFS

Tpe Enable vPower NFS server (recommendd)

e [This server v]
Specily wPower NFS oot folder. Wite cache will be stored in this folder. Make sure the

Fiepository selected volume has tlssst 108 of fres dick spacs availsble

SRS Folder. [ Ivaean? | [ Browse. |

Review

Apply
Click Manage to change +Power NFS management pott
Click Ports to shange vPower NFS service ports

¢Frevious | [ Me> | [ Fiish || Cncel |

Performing Instant Recovery for Hyper-V

Instant VM recovery.
Select the virtual machine to be recovered.

Select the desired restore point and click Next.

On the Veeam Backup and Replication console, click the Restore Wizard, select Hyper-V, and then select the



Virtual Machines
Select vitual machines to be restored. You can add ndridusl vitual machines from backug fles. or contamers from lve
oreeren (cantanars vl b sulomabealy exparded Lo plan L.

RG] veus octies o et

[D Type 2. VA name fos insdand Dolup

Hame Size  Relore point
Reasen 5 PRAVINZKIZRZ 188GB  9/30/2005 \Wednesday Z05AM

Surnmary

Recovery Mode

4 At the Restore Mode step, select Restore to a new location, or with different settings.
5 Select the Host to which your VM should be recovered and click Next.

Hast
Esmmmwmwm
VM location:
Mame: Hest Chustes Resouce
3 PRAVINZKIZR2 g namen
Dratastore
Network
Hame
Reason
Summaly
Select mukiple WM and chick Host 1o spply changes in bulk. [CHoet. | [ Resowee
<Previews 1| Wets |J oo | [ Caneal

6 In the Datastore step, provide the location to temporarily store the cache data.

[x]
@ Select the walur Folders:
4 4 10.250.208.73 ]
by Local Disk (7]
Yirtual Machines I CO-ROM (D]
I g Removable (E:]
Recowvery Made b = WM Storage (Z2]
Host
tor, TESTAD D eskiop
Mehwirk
Hame
Feason
Summary
(& 1z in he pait 10 olter |
N Pl |
WFinish Cancel
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7 After providing the details the screen will look like this:

Instant VM Recovery -
=g Detestore
| I Sielect the volumes whese VM configurstion and vitual disks les should be ulimately restored 1o,

Wirtusl Machines Fibes location:
Fil Size Fath
Recoiety Mo + 3 PRAVINZK 22
Host B Configunstion sz Coilseishadnristrates TES TAD\Daskoghhl
(a PRAVINZKT 2R2 vhd 188GE  CMIsershadmnistrator TESTAD Deskiophiul

Select masiple VMs and chik Path o apply changes in bu [CPan ]
[<peven [ o> ] [EE==dn]

8 In the Network section, select the Virtual Networks map to use with the new VM.

9 In the Restored VM name field, set the desired VM name.

10 Click Finish to start the recovery.

Instant VM Recavery -

_--l Surmmary
| I “Viou can copy this configuraion infomation lor the buture reference.

“Wirtual M achines Summan:
[Original VM rame: PRAVIN 2A2
Fincovery Mode Taiget VM name: PRAVIN K1 2R 2 restoed

Target host 10.250.208.73
Hast

Dustastere
Motwark
Mame

Reasen

[ Powes on'VM after restoring

[P | IILI | Concel |

11 Open Hyper-v Client and make sure that the restored VM is started on the host you selected.

Acton Vew Window Hep
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Press Ctrl+Alt+Delete to sign in.
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12 In Veeam Backup & Replication, open the Backup & Replication view, select the Instant Recovery node in the

inventory pane, and make sure that the Instant VM Recovery session is available and mounted.

Finalizing Instant Recovery

Migrating VM to production

For VM migration, you can use VMware Storage vMotion, replicate or copy a VM to production with Veeam Backup &
Replication, or use Veeam's Quick Migration. When you migrate the VM to production, the VM data is copied from the
backup to production storage. The VM data is pulled from the backup and consolidated with changes made to the VM

(redo logs). To migrate the restored VM with Quick Migration:

1 Open the Backup & Replication view in Veeam Backup & Replication.
2 Inthe inventory pane, select Instant Recovery.
3 Inthe working area, right-click the name of the recovered VM and select Migrate to production.

RECOVERY TOOLS VEEAM BACKUP AND REPLICATION

INSTANT VM RECOVERY

B E X
= :
Migrateto OpenVM  Stop  Properties
Production Console Publishing
Actions Properties
A NAME HOST STATUS RESTORE POINT BACKUP NAME

Ej drr Mounted 3722016 1:27:12 AW sourcebackup
Migrate to production..,

BACKUP & REPLICATION

E2} InstantRecovesy [1)

4y Jobs

42 Backup
4 FL: Backups

=¥ Digk
4[5 Last 24 hous

[*} Running[1)

[35 Suscess

Dpen VM cansole
Stop publishing

[ X By

Properties...

Terminating the Instant VM Recovery Session

When you terminate the Instant VM Recovery session, the VM is unpublished from the ESX host, and redo logs are

cleared from the vPower NFS datastore. To terminate the current Instant VM recovery session

1 Open the Backup & Replication view in Veeam Backup & Replication
2 Inthe Inventory pane, select Instant Recovery.
3 Inthe working area, right-click the name of the recovered VM and select Stop publishing.



QoreStor and Veeam Fast Clone for
Hyper-V 2016 backups or Data Copy

Fast clone allows for synthetic full backups of Hyper-V systems or Data Copy jobs with VMs on the ReFS file system

with less read performance impact on the QoreStor system. This is achieved through SMB commands and offloading

data block copying of existing data to internal operations on the QoreStor instance. It is recommended to configure a

new QoreStor repository rather than use a pre-existing one. This is because the existing repository will need to be

removed from Veeam to recognize the Fast Clone feature. To do that all Jobs referencing it will need to be moved to

other devices or deleted as well. By creating a new container to add as a repository within the same Storage Group, no

savings impact will be noticed.

Requirements of Fast Clone

Fast clone is a combination of a Microsoft ReFS filesystem operation, SMB command, Hyper-V backup, and Veeam

operation. When considering Fast Clone for QoreStor the following is required:

Veeam 9.5 Update 4 or higher is required

The Hyper-V server or Data Copy job proxy source is running Microsoft Server 2016

The VMs for Data Copy job files need to be housed on the ReFS File System. NTFS partitions will not work for
Fast Clone operations.

SMB 3.1.1is required (This is taken care of by the QoreStor version requirements)

The Veeam backup repository requires the use of the “Align backup file data blocks” option

o  This option will become automatically selected and greyed out making unchecking the option
impossible

The QoreStor instance is running 6.0 HF2

The QoreStor instance has Fast Clone/SMB offload enabled. This setting is off by default.

The Veeam Proxy moving the data or the Hyper-V server will need to have the Quest Rapid CIFS driver
installed and at version 4.0.3220.1 or newer.

Any Veeam repositories added before enabling Fast Clone/SMB offload will need to be removed and re-added
within Veeam to recognize the newly supported option. This is not required if they are not used with Fast
Clone jobs.

Synthetic full operations will need to be configured for all preexisting Veeam backup or Data Copy jobs.



Configuring a new Fast Clone Repository

In this section we are going to assume the QoreStor being added is new to Veeam. In the following section, we'll cover

additional steps to reconfigure existing QoreStor repositories in Veeam.

1 First we'll need to enable Fast Clone support in the QoreStor instance. This is easily done by logging into the
gsservice user via ssh. If this is your first time logging in as the gsservice user please reference the QoreStor
Deployment Guide for information. Please note enabling the SMB Offload/Fast Clone feature does restart the
QoreStor services which could result in failed backup or data copy jobs.

2 Once you've logged in via SSH you'll be greeted by the QoreStor Menu. Select Administration, followed by

Copy option.

or Bdministration MENO JoreStor ed Features MENT
Operational Mode

Replication Tuning
Time Network Config Buffers TCP Tuning
Login Info Set Hostname BctiveDS5 Tuning

Network Info QoreStor Services O3E IC Thread Tuning

Routing Info QoreStor Update SMB Offload Copy

Storage Usage QoreStor Maintenance

Storage Layout QoreStor Advanced Features
dministratio Troubleshooting Tools <Back>»

System Info Operating System
QoreStor Stats Terminal
QoreStor CLI Color Theme
Service Shell Locale

Proxy Settings

<OK> <CLOSE>

<Back>

3 Select the Enable SMB Server Offload Copy Support option, then select Yes followed by Ok.
SMB Server MENU SMB Server MENU
Enable SMB Server Offload Copy Support. This option should only be ||| SMB Server offload Copy Support Enabled
used with Rapid CIFS-based Veeam Fast Clone backups and will QoreStor needs to be restarted to use the new settings

require a restart of the QoreStor Services. Press OK to Continue
<OR> <Back> Do you want to proceed?

4 Wait for the QoreStor services to restart and for the system to become operational again.

5 Install the 4.0.3220.1 or newer Quest Rapid CIFS driver on the Veeam Backup and Replication server as well as
any Hyper-V server or Veeam proxy that will be used. Please follow the Installing Rapid CIFS on a Veeam
Windows Proxy section for steps to do this.

6 Create a new CIFS container and add it to Veeam as a repository by following the Creating a CIFS container for
use with Veeam and Adding the QoreStor CIFS container as a repository in Veeam sections of this guide.
Ensure the Align backup file data blocks option is checked when adding the repository to Veeam. This will likely

be automatically checked and greyed out if Fast Clone support is recognized by Veeam.

Storage Cormpatibility Settings X

| ]
A,
Decompress backup data blocks before storing
W data is compressed by backup prosy according to the backup job
compression settings to minimize LAN traffic. Uncompressing the data before

storing allowws for achieving better deduplication ratin on most deduplicating
storage appliances at the cost of backup performance

Use per-¥M backup files
Per-YM backup files may improve performance with storage devices benefiting
fram multiple /0 streams, This is the recommended setting when backing up ta

deduplicating storage appliances,




7 Create a new Hyper-V backup or Data Copy job following the Creating a backup job with the QoreStor system

as the target section of this guide ensuring to use the Synthetic full option in the job settings.

Advanced Settings X

BAackup Maintenance Storage Notifications Hyper-V  Scripts

Backup mode
O Reverse incremental (slower)
Increments are injected inta the full backup file, 50 that the latest backup
file is abways a full backup of the most recent UM state,
@ Incremental (recom mended)
Increments are saved inta new files dependent an previous files in the
chain. Best for backup targets with poor random /0 performance.

l Create synthetic full backups periodically I I Days. I
TERTE o SatuaTy

[ Transfarm previous backup chains into rollbacks

Converts previous incremental backup chain into rallbacks for
the newly created full backup file,

Active full backup
[ Create active full backups periadically

Manthly on: [First Manday Manths...
Weekly on selected days: Days.
Save As Default oK Cancel

8 The next Synthetic Full you should see Fast Clone referenced in the job details.
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Reconfiguring an Existing QoreStor

Repository for Fast Clone

In this section, we'll cover additional steps needed to get an existing QoreStor repository recognized as supporting
Fast Clone by Veeam. To achieve this the existing repository will need to be removed and re-added to Veeam. This will

involve pointing existing jobs to other repositories or deleting them outright.

A Warning: This is an advanced operation and should only be attempted by a customer comfortable with
the Veeam product. Quest recommends creating a new Repository in the same Storage Group and

leaving your existing repository in place rather than following these steps.

1 Follow steps 1-5 in the Configuring a new Fast Clone Repository section.



Perform a manual Veeam configuration DB backup and take a copy of that backup file from the repository.
Clone all existing jobs going to the original repository. Do not edit these jobs to configure them with a backup
repository yet.

Remove all existing Veeam Jobs going to the original repository, in 9.5 U4 this should leave the backup files in
place and only remove the job and backup file references from the Veeam configuration database.

Remove the original repository from Veeam, again in 9.5 U4 this should leave the backup files in place and only

remove the job and backup file references from the Veeam configuration database.

Add the original repository back to Veeam, ensuring to select all advanced storage options suggested in the
Adding the QoreStor CIFS container as a repository in the Veeam section of this guide. The Align backup file
data blocks should be automatically checked and greyed out if Fast Clone support is recognized by Veeam. If

not check all previous steps.

Storage Compatibility Settings X

r ]
“
Decompress backup data blocks before storing
WM data is compressed by backup prozy according to the backup job
compression settings to minimize LAN traffic. Uncompressing the data before

storing allows for achieving better deduplication ratin on most deduplicating
storage appliances at the cost of backup performance.

Use per-¥M backup files
Per-M backup files may improve perfarmance with storage devices benefiting
from multiple 1O streams, This is the recommended setting when backing up to

deduplicating storage appliances
el

Run a rescan of the repository once added to Veeam, this may take some time depending on the number of
save sets existing in the repository. This will import the existing files into the configuration database and make
sure they are restorable. If the backups are still not restorable run a Veeam configuration backup restore using
the backup you manually created. This will put your Veeam server back into the state it was before any jobs

were cloned or removed.

Edit your cloned jobs to use the newly re-added repository. Ensure the Synthetic feature is selected in the job

advanced options for every cloned job.

The next Synthetic Full you should see Fast Clone referenced in the job details.

b progy 100% 5otV

SUMMARY DPATA STATUS

Spat: 962 et




Configuring and using QoreStor as a
Veeam Hardened repository with EDM

QoreStor supports integration with a hardened repository through an EDM connection. This EDM connection is
utilized by Veeam DMA, which is compatible with hardened repository functionality. A hardened repository ensures
filesystem-level immutability, providing robust protection for stored files. Replication, cloud replication, recycle bin,

and cloud locking are supported for EDM containers.

With an EDM connection, QoreStor also supports a repository without immutability.

Adding an EDM Container in the QoreStor

1 Log in to the QoreStor Ul and navigate to Containers > Click Add Container.
2 Select “"Enhanced Data Mover (EDM)” from the Protocol dropdown.
3 Enter the EDM Container name in the Name textbox

4 Select Storage Group and click Next.

Add Container

Enhanced Data Mover (EDM)

QoreStor-EDM

DefaultGroup

5 Select the Recycle Bin checkbox. (Optional). Please note that this is an irreversible option. Once enabled, you

may not disable the same. Please read the instructions carefully before you proceed.
6 If the Recycle Bin is enabled, enter the Retention Period in Days and click Next.

7 Click Finish. The EDM Container is created.



Storage Grou|

DefaultGroup

Disabled

Adding QoreStor as a Hardened Repository
on Veeam

Execute the following steps to add QoreStor as a Hardened Repository on Veeam:
1 On Veeam DMA, select Backup Infrastructure > Linux.
2 Right-click on the Linux option and Select Add Server.
3 The New Linux Server window displays.

4 Enter the QoreStor IP or Hostname and click Next.

Created by RAGHU-W13-CLIVAdministrator at 178/2025 11:06 AM.

Concl

5 Click Add.

6 From the Credentials dropdown select Single-use Credentials for Hardened Repository. The Credential window

displays.
7 Enter the EDM username (gs_edmuser) and password and click OK.
Note: The EDM user's initial password is displayed when installing or upgrading QoreStor with EDM support.

8 Click Next.



New Linux Server x
S5H Connection
E A\, Provide credentias for service console connection, and scjust secure shell (S5H) port number using advanced settings if
=) required.
Name Credentials:
[ & as_cdmuser (as_edmuser, last ecited: less than a day aga) - Add..
| sshcomneaion Fios s
Review
Apply
Summary
Customize advanced connection settings such as SSH timeout and service ports. Advanced...
< Previous l Next > | Cancel

9 In the Veeam Backup and Replication confirmation box, click Yes if you affirm the displayed information.

10 Review your settings and click Apply to continue. You may notice that the QoreStor has been added

successfully.

New Linux Server X

Apply
p— {} Please wait while required operations are being performed. This may take a few minutes.

Name Message Duration
SSH Connection Discovering installed packages
Installing Transport service 0:00:11
Review Setting backup server certificate
_ Resolving backup server certificate’s thumbprint

Setting backup client certificate
Summary Configuring Transport service 0:0001
Restarting Transport service
Testing Veeam Transport service connection 0:00:06

Discovering installed packages

Closing deployer service management port 0:00:02
Collecting hardware info 0:00:08
Creating database records for server 0:00:01
Collecting disks and volumes info 0:00:22

| Linux server saved successfully l

< Previous Finish ance

11 Click Next.

12 On the Summary window, click Finish.

Adding the QoreStor EDM container as a
Backup Repository

To add the QoreStor EDM container as a backup repository, execute the following steps:
1 On aVeeam DMA, select Backup Infrastructure > Backup Repositories > Add Repository.

2 Select Direct Attached Storage to add it as a backup repository type.



3 Select Linux (Hardened Repository) to add it as a server operating system.
4 Enter the backup repository name and description and click Next.

5 From the Repository Server dropdown select QoreStor Server IP and click Populate. The list of available EDM

container mount points is displayed.
6 Select the required mount point and click Next.
7 Clear(uncheck) the "Use fast cloning on XFS volumes” checkbox.
8 Select the Backup immutable period in the number of days (Minimum value: 7 days)

9 Click Advanced... to customize repository settings.

Mew Backup Repository X

Repository
Type in path to the folder where backup files should be stored, and set repository load centrol optiens.

Name Location

Path to folder:
Server h

Jvar/ocarina/EDM/QoreStor-EDM/backups Browse..
Repositary _  Capadty 13TB Populate
Mount Server Free space: 965.4 GB
Review [ Use fast cloning on XFS volumes (recommended)
Apph Reduces storage cansumption and improves synthetic backup performance,
Apply

[Make recent backups immutable for. 7 % days

Summary

Protects backups from modification or deletion by ransomware, malicious insiders and hackers. GFS
backups are made immutable for the entire duration of their retention policy.

Load control

Running too many concurrent tasks against the repository may reduce overall performance, and cause I/O
timeouts. Control storage device saturation with the following settings:

Limit maximum concurrent tasks to: 4

[ Limit read and write data rate to:

< Previous Next > Cancel

10 Select the "Decompress backup file data blocks before storing” checkbox. By default, this option is not selected.
11 Click OK to continue.

12 Review your mount point settings and click Next.

13 Review your server settings and click Apply. The QoreStor EDM container is added as a Hardened Repository.
14 Confirm the EDM container addition operation and click Next.

15 In the Summary window, confirm the details, and click Finish.

16 From the Backup Repositories, we can observe that the QoreStor EDM container is added as type “Hardened".



Backing up to the EDM Container using

VMware

Execute the following steps to back up the EDM container using a VMware virtual machine.

1

2

On the Veeam homepage, go to Home > Backup Job > Virtual machine...

On the subsequent window, enter the Backup Job name, and its Description and click Next.

Click Add.. to select VM(s) for backup from the available VCenter/ESXi host added to the Veeam server.
Click Next.

In the next window, select the EDM Container repository from the Backup Repository dropdown.

Click Advanced... to set up the customized details.

Click Next.

In the Advanced Settings window select the Backup tab.

Select the Incremental and Synthetic schedule as per requirement.

Advanced Settings x

Maintenance Storage | Notifications | vSphere | Integration | Scripts

Backup mode

O Reverse incremental (slower)
Increments are injected into the full backup file, so that the latest backup
file is always a full backup of the most recent VM state.
® Incremental (recommended)
Increments are saved into new files dependent on previous files in the
chain. Best for backup targets with poor random I/O performance.
¥| Create synthetic full backups periodically on:
Sun, Mon, Tue, Wed, Thu, Fri, Sat Configure.

Active full backup

|| Create active full backups periodically on:

OK Cancel

10 In the Advanced Settings window, select the Storage tab.

11 Clear(uncheck) the Enable inline data deduplication option.

12 Select the Dedupe-friendly from the Compression level dropdown

13 Click OK to accept the setting.



14

15

16

17

Advanced Settings

Backup = Maintenance otifications | vSphere | Integration | Scripts
Data reduction
Enable inline data deduplication (recommended)
; Exclude swap Tile blocks (recommended
[v] Exclude deleted file blocks (recommended)
Compression level:
Dedupe-friendly v ‘

and external WAN accelerators.

Recommended compression level for certain deduplicating storage appliances

Storage optimization:
1MB (recommended)

Delivers the optimal combination of backup speed, granular restore
performance and repository space consumption.

Encryption
Enable backup file encryption

]

Cancel

Click Next on the subsequent window.

Select the Run the job automatically set the job schedules as per requirement and click Apply.

Review the summary and click Finish.

The virtual machine backup job is created successfully.

4

Start

Jab Control
Home

T Last 24 Hours
0 Success

) o X

IE|

Vesam A

Online Assistant

Adtive 5 Feport  Edit Clone Disable Delete
Full
Details Wanage lob
ame to search for Alljobs
Type Objects  Status Last Run Last Result Mext Run Targel Destription
Wware Backup 1 Stapped 39 minutes sgo  Success 1/%/20251200 M edml-upg Created by RAGHU-W18-CLIAGmInistrator at 12/16/2024 0521 FM.
Nlyiare Backup 1 Stogped A hours age; ACCe: 1/3/2025 12.00 AM sidm? upg
WMuiare Backup 1 Stopped 1/8/2025 06:00 PM EDM QoreStor

Created by BAGHU W13 O I AL12/16/2024 0523 PM.
Created by RAGHU W13 CLT\Administrator at 1/8/2025 04:32 PM.




Performance Tier

A Performance Tier allows you to define a set of faster disks as a Storage Group and create a container within that
group. This Performance container will always read/write to these faster disks which will allow operations like restores
and standard (non-fast clone) synthetic backups to occur quickly. This tier does not stage data off to the standard
disks, this is because during a restore of synthetic operation reading from the standard disks would still hamper the
operation. All data written to the Performance Tier stays within the Performance Tier. Because of this, it is
recommended to write only specific jobs, which are required to be highly available and are sized to fit within the

performance tier size. Please read the QoreStor User Guide for more details about the Performance Tier.

A Warning: Please note that once a Performance Tier is added to a system it cannot be easily removed and attempting
to do so will most likely result in the destruction of data. Please disable any backup or data copy jobs to the QoreStor
system and contact support before attempting removal to find out if this is possible.

Setting up Performance Tier with QoreStor

In this section, we are not going to cover adding a device, creating a partition, creating an XFS filesystem, or defining a
mount point in detail. Please reference the QoreStor Installer Guide for this information.

1 We first need to cable and add the disks to the OS level. Once seen as a device in the OS an aligned partition
will need to be created, an XFS file system created, and a mount point defined in fstab that includes mount

option requirements defined in the QoreStor Installer guide.

2 Once a file system path to the high-performance storage is added the next step is to add that path as a
performance tier in QoreStor. In the QoreStor Ul expand Local Storage and select the Performance Tier tab.
Click Add Performance Tier.

3 A;L admin

Performance Tier Version System Status
6.0.0.670 Healthy

Local Storage
Performance Tier

No Performance Tier added

Add Performance Tier

3 Enter the performance tier mount path and click the Test button.



Add Performance Tier

NPERF

4 Click the Confirm button.

5 If the path gets the expected performance click Add.

Add Performance Tier

Filesystem

s.2M8
Sequential IOPS  Random IOPS ( 672MB
103059 24408 \ - " e

6 Click Confirm to finish adding the performance Tier, QoreStor services will be restarted

7 Once the performance Tier is added you will be logged out. Once logged back in the Performance Tier tab will

now list a dashboard for the performance Tier.

8 Navigate to the Containers tab and click Add Container

admin

Containers (0 ers Syst x
Containers 6.0.0.670 Healthy

0

U

No Containers Available

Add Container

9 In the Storage Group dropdown select Performance Tier. Input the container Name and set the Protocol to
NAS (NFS, CIFS). Click Next.

Add Container

‘ sample

‘ 'erformanceTier

‘ NAS (NFS, CIFS)

10 Follow the rest of the steps listed in the Creating a CIFS container for use with Veeam and Add the QoreStor
CIFS container as a repository in Veeam sections of this guild to finish configuring your Performance Tier
container.



Optimizing Performance Tier via Sync

Always option

Veeam suggests enabling sync always on CIFS shares. This share-level option decides whether every write to disk
should be followed by a disk synchronization before the write call returns control to the client. Setting this to yes can
decrease performance but does add some more resiliency to writes in case of interruption of the QoreStor system
before writes are synced to disk. We do not recommend this option in cases where performance is a key factor.

1 On the QoreStor system run the following command:

/opt/qgorestor/bin/connection --update --name <container name> --type CIFS --options
"sync always"=yes



Cloud/Archive Tier

Cloud Tier

Cloud Tier allows per-container tiering of deduplicated data to low-cost cloud storage. This enables several potential

workflows. Namely, the ability to keep longer retention while using less physical space on-site or duplicate archival to

the cloud. This is done by establishing a Cloud Tier connection and defining per-container policies by which to tier

data to the cloud. The policy manager allows for tiering based on time limitations and optionally filtering included and

excluded files. It is important to note that individual data blocks will be tiered off not whole backup files. This means if

a data block is found frequently over multiple backups it will not necessarily be tiered to cloud.

A

Warning: Once a container is configured as Cloud Tier the only way to remove it would be to delete the container or

contact Support to fully restore all data blocks from the Cloud. This might involve a read cost from the cloud provider.

Warning: It is important to fully consider your Veeam Job configuration and policy configuration when deploying
Cloud Tier. Failure to do so could result in unexpected charges from the cloud provider or even failing backup jobs.

Please read this section in its entirety as well as checking the Cloud Tier section of the QoreStor User Guide.

Important Considerations for Cloud Tier with Veeam

Cloud tiering is achieved by sending deduplicated data blocks to low-cost cloud storage on a cloud provider. These

data blocks are identified via a per-container policy manager. The Policy Manager options are Idle Time, On-Prem

Retention, Include/Exclude Directory paths, and Include/Exclude file types.

Idle Time before cloud migration — Replicates stable data blocks idle for more than the selected number of
days/hours to the cloud. After this is completed data blocks with be located both On-Premises and on the
cloud. All restores will come from the On-Premises data block and not induce any cost. Any attempted
modification of files after this idle time will result in access-denied errors. This is why the job type should be
considered in Veeam, more on this later in this section.

On-Prem Retention Age — After the selected number of days/hours data blocks that have replicated to the
cloud will be removed from On-Premises storage. After this any data reads, such as restore or synthetic full

backups, will be from the Cloud Provider. This can be slower and induce costs from the provider.



¢ Folder Paths — Allows for including or excluding specific paths from cloud tiering replication. Usually, this
feature shouldn't be needed with Veeam.
¢ File Extensions — Allows for including or excluding specific file types from cloud tiering replication. Usually, this

feature shouldn't be needed with Veeam.

In most cases, with Veeam, Only Idle time and On-Prem Retention need to be considered.

A Warning: Idle time is especially important to consider with two workflows. Forever Forward Incremental

and forward incremental with Synthetic Full Backups.

e Forever Forward Incremental — Quest recommends against using Forever Forward Incremental jobs with Cloud
Tiering at all. In this workflow, a full backup is taken initially and kept, every backup after this will be
incremental. Importantly once retention is met the Original Full Backup file has the older incremental injected
into it. This means the oldest file in a backup chain is modified by Veeam. If this first full is determined idle by

the policy manager “Idle Time before cloud migration” setting, any attempts at modifying it will fail with

access denied errors. Even if the Full backup is excluded from cloud tiering the oldest incremental will be read
from the cloud resulting in a charge from the cloud provider.

¢ Forward Incremental with Synthetic Full Backups — Quest recommends considering your Synthetic Full schedule
when using this workflow with Cloud Tiering. In this workflow, you schedule a periodic Synthetic operation in
your backup job. This can be daily, weekly, or monthly. In this workflow, the initial backup will be a full
backup. The following days will be incremental backups until your next scheduled synthetic full backup.
During the synthetic full Veeam will read from the most recent Full as well as every incremental after it. All of
this data will be written into a new Full backup file. It's important that your “On-Prem Retention Age” setting
is longer than your synthetic schedule. If this isn't done the Synthetic operations will result in cloud reads
which will result in performance impact and induce cost from the cloud provider.

¢ Forward Incremental with Active Full backups — All new backups will be written into new full or incremental
backup files. There is no consideration for this backup time and it will work without issue with Cloud Tiering.

¢ Reverse Incremental — In this workflow, a full backup is taken initially. Each additional backup will be an
incremental which is then injected directly into the full. After the inject an incremental file is left with all the
data removed from the full. These files are okay to tier to the cloud without issue. The injection means the full

backup will be modified every backup instead of a new file created. The “Idle Time before cloud migration”

setting needs to be longer than your scheduled incremental backup frequency. This will likely be easy to
achieve since incremental backups typically happen frequently. Failure to do so will result in access denied

errors.

Setting up Cloud Tier

Before setting up Cloud Tier it's important to gather some information from your cloud provider. If using Azure, you
will need your Connection String, which can be found on your Azure portal under your blob storage account. If using
AWS, Wasabi, or an S3 Compatible cloud provider you will need your Access Key, Secret Key, Region, and Endpoint

setting (if using a cloud emulator). These can be found on your AWS console or from your cloud provider.
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Open the QoreStor Ul, expand the Cloud Storage section, and select the Cloud Tiers page. Click the Add Cloud
Tier button.

@ L admin

Cloud Tiers (0)

720308 Healthy

No Cloud Tier Available

Add Cloud Tier

For Azure enter your Azure Container name, this will be created automatically in the cloud. Enter your
Connection string from the Azure portal and your passphrase. This passphrase is user-defined and used to

securely encrypt all files written to the cloud provider. Finally, click Configure.

NOTE: Please note the Azure Container name needs to be lower case and some symbols are not allowed.

This is a limitation of Azure.

Configure Cloud Tier

Azure Blob
2 Need Help?

blobcontainer

Cloud Tier Encryption

For AWS, Wasabi, or S3 compatible enter your S3 bucket name, this will be created. Enter your Access Key,

Secret Key, Region, and passphrase used to encrypt all data written to the cloud provider.

NOTE: Please note the S3 Bucket name needs to be lower case and some symbols are not allowed. This is

a limitation of S3.
At this point Cloud Tier should show as configured and the Cloud Tier tab will be populated with statistics. The
next step will be to Enable the Cloud Tiering Policy on individual containers.

Select the Containers tab and find or create a container. Click the ... menu then select Enable Cloud Tiering
Policy.

Warning: Once a container is configured as Cloud Tier the only way to remove it would be to delete the container or

contact Support to fully restore all data blocks from the Cloud. This might involve a read cost from the cloud provider.



Containers(1)

Healthy

Add Container

[E Details
NAS (- CIFS ) No & Enable Cloud Tiering Policy
¢ Edit

DefaultGroup @ Delete

6 Select the cloud tier from the Cloud Tier Name dropdown then define the Idle time before cloud migration (in
days) and On-Prem Retention Age (in days)then click Enable.

A Warning: Please reference the Important Considerations for Cloud Tier with the Veeam section of this guide before

defining idle time and retention age.
7 The container will not show as having Cloud Tiering Policy enabled. Idle data will now automatically tier to the

cloud provider.

Containers (1) Version System Status
7.20308 Healthy

backup

NAS (- CIFS ) No

DefaultGroup e
Enal




Archive Tier

Important Considerations for Archive Tier with
Veeam

QoreStor's archive tier feature enables QoreStor data to be quickly and easily archived to long-term Amazon S3
Glacier or Amazon S3 Glacier Deep Archive storage. Using Veeam and a supported protocol (Object container(S3),
files can be written to a QoreStor container and migrated to your archive tier according to easily defined policies.
QoreStor provides a policy engine that allows you to set file age and on-premises retention criteria to be used in
identifying which files are most suited for replication to the cloud. Policies are defined at the container level and apply

to all files within that container. Using the QoreStor Cloud Policy, you can replicate files based on:

Idle time - replicate stable files idle for more than the selected number of hours.

File extensions - replicate files that match or do not match names in a list of extensions.

Regular expressions - include or exclude files based on their match to configured regular expressions.

File locations - replicated files in a list of directories, or all files except those in a list of directories.

Any data that is archived from the QoreStor instance by the archive tier is encrypted with zero knowledge
encryption. The encryption keys are solely owned by you. If the encryption keys are placed in the archive tier, a
passphrase is used to encrypt those keys, and that passphrase is only known to you. For added security, QoreStor

obfuscates metadata names such as block maps and data store objects that are stored in the archive tier.

Data stored in the archive tier is not available for immediate recovery. When a recovery is initiated, the data stays in
the archive tier while a copy is made in S3 standard storage and kept for an amount of time specified by the
archive_retention_in_warm parameter. Although recovery times may vary, the general expectations for recovery times

are:

e Amazon S3 Glacier storage: 3-5 hours

e Amazon S3 Glacier Deep Archive: within 12 hours

Setting up Archive Tier

Archive Tier is a feature that allows a QoreStor system to tier deduplicated blocks of files to an AWS glacier/deep
archive via S3 protocol. Once added one or more containers can be added to a policy. How that policy is configured
can determine how long the data is available on-prem in QoreStor, how long it's available both on-prem and in the
archive simultaneously, and finally at what point is it only available in the cloud. Archive Tier restores are more difficult,
careful consideration should be given to how long the data should be available on-prem before configuring the

archive tier.

1 Open the QoreStor Ul, expand the Cloud Storage section, and select the Archive Tier page. Click the Configure
button.



Archive Tier

Cloud Storage

— Q

Archive Tier has not yet been configured.

Contigure

2 You will have to provide several bits of information from your AWS account including the access key, secret,
correct region, ARN role, and select an Archive Service Name. The S3 bucket name will be created and is
character-limited by the provider. Also please make sure to keep your passphrase, without this the data is not
recoverable in a Disaster Recovery scenario. Finally, click Configure.

Configure Archive Tier

| AWS 53
? Need Help?

o Default . Custom

3 We need to add an Archive tiering policy to a specific container. Do this by navigating to the Containers page,

selecting the ellipsis in the top right corner of the specific container, and clicking Enabled Cloud Tiering Policy.



Containers(2)

Asa Comaines

QSPL.60D0-01_CWF-NVBU-RDS

None

DefaultGroup

On the next window we need to define the policy. Idle time before archive migration specifies the number of
hours/days datablocks must be kept idle before being sent to the cloud. The On-Prem Retention age specifies

the number of hours/days files will be kept locally after they are sent to the archive. Finally, click Enable.



Setting up the QoreStor system cleaner

Performing scheduled disk space reclamation operations is recommended as a method for recovering disk space from

system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time daily, then
you should consider scheduling the cleaner to force it to run during a scheduled time. If necessary, you can perform
the procedure shown in the following example screenshot to force the cleaner to run. After all of the backup jobs are
set up, the QoreStor system cleaner can be scheduled. The QoreStor system cleaner should run at least 40 hours per
week when backups are not taking place, and generally after a backup job has been completed. Refer to the QoreStor

Series Cleaner Best Practices white paper for guidance on setting up the cleaner.

1 In the QoreStor system GUI, expand the Local Storage tab then click Cleaner and finally Edit Schedule.

& L admin

Cleaner (Done) Versior System Statu:
6.0.0.670 Healthy

2 Define the schedule and click Save Schedule.

Cleaner (Done) Version System Status
6.0.0.670 Healthy

O | 1:00PM-600PM (i 00 PM - 6:00 PM JH || () 1:00PM-600PM fi "‘100PM.600PM @

Cleaner Processed

3 The new cleaner event is displayed on the Cleaner Tab.



Healthy

Local Storage

Cleaner

Cleaner Status Cleaner Processed
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Monitoring deduplication, compression

and performance

After backup jobs have run, the QoreStor system tracks capacity, storage savings, and throughput in the QoreStor

dashboard. This information is valuable in understanding the benefits of the QoreStor software.

L]
1 NOTE: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total savings) on

the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs with a 12-week

retention will average a 15x ratio, in most cases.

General Information

BRI

Savings

8394

Repository

System Throughput

DEDUPE

COMPRESSION

icense + Used Physical - Total Physical Capacity + Total Licensed Capacity

Cloud Tier

savings

capacity

system Information

Operational Mode

CentOS Linux release 7.9.2009
(Core)

ersion
7.2.0308

compRESSION

nsed Cloud Capacity

4CAC454400544E108035B8C04F5444  Large
32

Hostname
qspl-4300-26 Not Configured
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