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1
Getting Started

The Getting Started workflow introduces you to Foglight for Storage Management, leads you through determining
the system requirements that match the size of the monitored environment, and then walks through the steps to
configure Foglight for Storage Management.

This workflow has the following steps:
1 Introducing Foglight for Storage Management
Navigating Foglight for Storage Management
Introducing the Storage Monitoring Architecture
Sizing Your Monitored Environment
Ensuring System Requirements are Met
Configuring Agent Managers for Storage Collection
Supporting an Environment with Separate Fabrics that have Duplicated WWNs
Configuring Storage Collector Agents

© o N o g b~ W N

Configuring VMware Performance Agents
10 Configuring Hyper-V Agents
11 Assigning Foglight for Storage Management Roles

Introducing Foglight for Storage
Management

Virtual infrastructures add layers of abstraction that obscure the relationship between physical storage and virtual
machines. Foglight for Storage Management supports VMWare and Hyper-V virtual environments. It helps you
look beyond logical datastores and volumes to see how physical storage components (switches, logical unit
numbers (LUNSs), arrays, and filers) are impacting virtual machines (VMs).

The key concepts for Foglight for Storage Management are “relationship” and “context.” Rather than simply
viewing repeated performance metrics, Foglight for Storage Management incorporates the data into an end-to-end
view of your virtual storage infrastructure, showing the relationship of the storage and storage area network (SAN)
performance to VM performance. You can also investigate performance events in the proper context, viewing the
status of the entire topology at the time the performance issues occurred.

Performance Monitoring

Monitoring the performance of your storage infrastructure is critical to maximizing VM performance. Foglight for
Storage Management allows you to track:

* Insufficient bandwidth and throughput of SAN switch ports, filers, and storage arrays.

¢ Over (or under) utilized datastores CSVs, and logical disks.
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* 1/O bottlenecks for NASVolumes and LUNs, along with the pool providing the physical disk storage for the
LUNs and NASVolumes.

Figure 1. Performance Monitoring
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Foglight for Storage Management captures performance metrics from components of your storage infrastructure
(SAN switches, LUNs, storage arrays, and filers), evaluates the data based on preconfigured performance and
event rules, then presents this data via a detailed graphical interface. With architectural diagrams, graphs, alerts,
and drill-down screens, Foglight for Storage Management helps you quickly identify problems in the virtual
environment or the physical storage. For more information, see Summary and Resource Information for each
Collected Target:.

Capacity Monitoring

Foglight for Storage Management aids the process of identifying and resolving storage capacity issues. The
Foglight for Storage Management virtualization cartridges alert you to datastores and logical volumes in danger of
running out of storage. The storage component shows you how the physical storage supporting your virtual
infrastructure is configured. The detailed graphical interface of Foglight for Storage Management lets you see
storage capacity allocations for arrays and filers, and receive alerts when free disk capacity and free pool capacity
fall below thresholds. For more information, see Monitoring Storage Arrays, Monitoring Filers, and Monitoring
Storage Capacity.
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Figure 2. Capacity Monitoring
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Connectivity and I/O Performance Monitoring

Foglight for Storage Management provides comprehensive topology views which detail all I/O paths and
components on each I/O path from VMs down to their assigned physical storage devices. These views assist in
determining where actual performance or connectivity problems are occurring during I/0 requests, something
which is not possible using traditional virtual infrastructure management tools. For more information, see
Assessing Connectivity and /O Performance.

Figure 3. Connectivity and I/O Performance Monitoring.
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Navigating Foglight for Storage
Management

Foglight for Storage Management is built on the Foglight platform. The following diagram and table introduce the
common Foglight for Storage Management screen elements that are used in Foglight for Storage Management
dashboards. If you need more information about how to use these elements, open the online help and navigate to

Foglight User Help > Getting Started > Working with Dashboards.

Figure 4. Navigating Foglight for Storage Management.
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Status Icons

Table 1. Screen Elements

Screen Element

Description

Sparklines

Navigation Panel

Display Area

Action Panel

Contains a menu of all the dashboards that you can access based on your role. Select a
dashboard to view in the display area. The panel operates like a drawer and can be open
or closed using the arrow.

Displays the contents of the selected dashboard.

Provides the following functions:
¢ Lists the actions that you can perform on the current dashboard.
* Lists the views and data that you can add to a new dashboard or report.
* Provides access to context-sensitive help and the online help system.

The panel operates like a drawer and can be open or closed.
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Table 1. Screen Elements

Screen Element Description

Displays the path of dashboards you navigated to get to the current dashboard. Click a

name in the path to return to that dashboard.

NOTE: The browser Back button is disabled. Use the breadcrumbs to return to the

previous screen.

Controls the time period for the data displayed in the dashboard and any drill-down views
Time Range you access. The default is the last four hours. Click the text to open the time range popup

and set the range.

Shows the trend of a metric in a small space. The value beside the sparkline is the current

value for the metric in the selected time range. When used in a table, sparklines provide
Sparkline an easy way to compare spikes or other trends in a group of metrics. Click a sparkline to

plot all data points for the time period on a graph.

NOTE: If the last collection failed for any reason, the sparkline value is n/a.

Breadcrumbs

Displays the status of a storage resource. For more information, see Understanding

Status Icons Status, Alarms, and Rules in Foglight for Storage Management.

Introducing the Storage Monitoring
Architecture

Foglight for Storage Management provides complete monitoring of virtual storage environments, providing
performance and capacity management metrics. It is designed for customers requiring storage monitoring
functionality, but not full-fledged virtualization environment monitoring functionality.

Foglight for Storage Management monitors virtual environments, providing performance and capacity
management metrics to assist you in:

* Improving management of virtual environments from host to storage.

* Gaining the information required to optimize storage performance associated with your virtual server
environment.

* Ensuring service level agreements are met.
¢ Maintaining high levels of customer satisfaction.
* Avoiding the loss of cost savings already achieved with virtualization.

Foglight for Storage Management gathers extensive performance metrics and presents that data in a graphical
interface using architectural diagrams, graphs, alerts, and drill-down screens to quickly identify virtual and physical
storage problems. It fully supports VMware (vCenter and vSphere) and Hyper-V environments, allowing you to
browse through your virtual infrastructure to identify storage performance, capacity, or topology issues.

Foglight for Storage Management Components

The following sections describe the components that make up Foglight for Storage Management.

Foglight for Storage Management

Foglight for Storage Management is built on Foglight, which provides the following components:

* Management Server — The Management Server receives information from agents, stores and processes
data, and makes it available in the browser interface.
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* Agent Manager — The Agent Manager is a middleware application that hosts agents, manages agent
lifecycle (such as start, stop, and restart), manages the connection to the Management Server, and
provides centralized services to agents.

* Database Repository — The database where data from all sources is collected and aggregated for

display in the browser interface.

e Browser Interface — The interface you use to view data collected from your monitored environment and
to investigate issues. You also use it to configure Foglight for Storage Management and perform

administrative tasks.

For more information, see “Components” in the Foglight for Storage Management Getting Started online help.

Storage Collector Agent

Storage Collector Agents collect raw data from storage devices. You need to configure a Storage Collector Agent
for each storage device you want to monitor.

Network Ports Used

Foglight for Storage Management uses several standard TCP/IP ports for its collections. These ports must be
opened and traffic allowed between the storage devices and the Agent Manager hosts. The following table
provides network port requirements by storage device.

Table 2. Network Port Requirements

Storage Device Ports Used Description
5988 (non-SSL) SMI-S query to the management host
Brocade
5989 (SSL)
Cisco 22 SSH connection
Dell Compellent 3033 API to the host running Compellent Enterprise
Manager
Dell EqualLogic 161 SNMP query to the EqualLogic Group
Manager
EMC CLARIiON (CLI) on Unix 22 CLI-Navisphere conn.ectlon to the
management host using SSH
135 CLI-Navisphere connection to the
EMC CLARIiON (CLI) Windows 445 management host using WMI (RPC)

EMC CLARIiON, VNX, VMAX (SMI-
S)

EMC Isilon

Hitachi Data Systems

HP EVA

all ports above 1000
5988 (non-SSL)
5989 (SSL)

22

5988 (non-SSL)
5989 (SSL)

Tuning Manager uses:

135

445

all ports above 1000
5988 (non-SSL)
5989 (SSL)

SMI-S query to the host running the SMI-S
Provider.

SSH connection using CLI

SMI-S query to the host running the Hitachi
Command Suite or embedded SMI-S provider
on VSP arrays.

When running the Tuning Manager, the

connection to the management host uses
WMI (RPC).

SMI-S query to the host running Command
View
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Table 2. Network Port Requirements

Storage Device Ports Used Description
80 DataOnTap API query to each filer

NetApp
443

3PAR 5988 (non-SSL) SMI-S query to an embedded SMI-S provider
5989 (SSL) on the array.

Sizing Your Monitored Environment

IMPORTANT: You should not consider a production implementation without first conducting a proper
scoping and sizing exercise. To arrange for a sizing analysis, contact your Quest Software Sales

representative.

The number of physical disks (among all monitored storage arrays and filers) in the monitored environment is a
rough guide to the size of the Foglight for Storage Management collection environment.

Table 3. Physical disks and system requirements

Number of VMs System Requirements
Fewer than 2000 disks See Small Environment System Requirements
More than 2000 disks See Large Environment System Requirements

Ensuring System Requirements are Met

Due to the potential for a very large number of objects being collected, analyzed, and maintained by the
application, there are several aspects of the underlying server that must be taken into account. The sizing of the
supporting server or virtual machine (VM), depends upon the size and complexity of the underlying environment.

Sufficient processing power and CPU memory must be present to support effective collection and server data
handling and analytics. Collected data is staged in memory prior to passing to the collector database.

The following sections describe the requirements for small and large collection environments, as well as for the
Agent Manager.

* Small Environment System Requirements
e Large Environment System Requirements

* Requirements for Agent Managers

Small Environment System Requirements

A small collection environment can typically have its storage collection handled by using the StorageCollector
agents installed on the embedded Agent Manager that is available on the Foglight Management Server machine.
The resource requirements shown below are the minimum needed for collection in a small environment.

NOTE: If scalability is important, use an external Agent Manager instead of the embedded Agent Manager.
Follow the system requirements described in Large Environment System Requirements instead of these

requirements.
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Foglight for Storage Management (all components) on a 64-bit Windows or
Linux Platform
Table 4. System Requirements

8-way 2.4 GHz CPUs — one of the following:
¢ 2 quad core

CPU
¢ 4 dual core
» 8 single core
20 GBin total:
* 10 GB for the Management Server
RAM * 6 GB for the Management Server Database Repository
¢ 2 GB for the operating system
* 2 GB for Agent Managers and agents and repository
Storage:
* 20 GB for the Management Server
* 100 GB for the Management Server Database Repository
If using an embedded database repository:
Storage

» Total of 140 GB on a RAID device available on the Management Server machine
If using an external Database Repository:

e 40 GB on a RAID device available on the Management Server machine

* 100 GB on a RAID device for the external Database Repository

Databases must be regularly backed up and maintained to reduce wasted space.

Large Environment System Requirements

A large collection environment requires that the Agent Manager for the Storage Collector agents be installed on a
server that is separate from the server running the Management Server. Requirements for both machines are
outlined below. Refer to the System Requirements and Platform Support Guide for virtual machine and Agent
Manager collection requirements.

Table 5. Management Server, Browser Interface, and Database Repository on a 64-bit Foglight-supported
Platform

4-way 2.4 GHz CPUs — one of the following:
e 1 quad core

CPU
e 2 dual core
* 4 single core
28 GB in total:
* 16 GB for the Management Server
RAM

¢ 8 GB for the Database Repository
e 4 GB for the operating system
If using a built-in embedded Database Repository:
e 220 GB, on a RAID device
Storage If using an external Database Repository:
¢ For Management Server: 60 GB, on a RAID device
¢ For Database Repository: 160 GB, on a RAID device
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Table 6. Agent Manager on a 64-bit Windows or Linux Platform

4-way 2.4 GHz CPUs — one of the following:
¢ 1 quad core

CPU
e 2dual core
* 4 single core
6 GB in total:
RAM e 5 GB for Agent Manager and agents

e 1 GB for operating system
Storage 30 GB on a RAID device

Databases must be regularly backed up and maintained to reduce wasted space.

Requirements for Agent Managers

Whether you use the embedded Agent Manager or external Agent Managers, you need to make sure that the
hosting server meets the supported platform requirements. Agent Managers that are used for Foglight for Storage
Management collections must be installed on a server running a supported 64-bit Linux operating system or a
supported 64-bit Microsoft Windows operating system.

Foglight for Storage Management has been tested on the following environments.

Table 7. Test Environments

Operating System Version OS Architecture Valid Installer
CentOS® Linux® 7.x x86-64 fglam-<ver>-linux-x86_64.bin
Microsoft® Windows®  Server 2008 x86-64 fglam-<ver>-windows-x86_64.exe
Server 2008RS x86-64 fglam-<ver>-windows-x86_64.exe
Server 2012
Server 2012 R2
Novell® SUSE Linux® 11 x86-64 fglam-<ver>-linux-x86_64.bin
Enterprise Server
Red Hat® Enterprise 6.x x86-64 fglam-<ver>-linux-x86_64.bin
Linux®
Ubuntu® Linux 14.04.x LTS x86-64 fglam-<ver>-linux-x86_64.bin

Installed Dashboards and Cartridges

Foglight for Storage Management adds a set of storage-specific dashboards to the core Foglight for Storage
Management components.

Dashboards

Storage-specific dashboards are located under Storage & SAN in the navigation panel:
e Storage Capacity — Monitor your storage capacity by device type.

* Storage Environment — Configure the monitored storage environment, monitor and investigate storage
devices, and maintain the solution.
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» Storage Explorer — Investigate issues in storage performance.

» Storage Troubleshooting — Determine if a poorly-performing virtual machine is experiencing storage
issues.

Storage information can also be found in the following menus/dashboards:

¢ VMware or Hyper-V Explorer — Review the entities that make up the virtual environment, from vCenters
to datastores or servers. The VMware Explorer and Hyper-V Explorer ships with Foglight Evolve. When
adding Foglight for Storage Management dashboard, you gain the ability to view connectivity diagrams that
link datastores to the SAN environment in the following tabs:

= SAN Topology tab — View a diagram showing how the selected entity connects to the storage
environment. Click an icon or name to drill down the component dashboard. This tab is available on
the following dashboards: Cluster, Datastore, ESX Host, Hyper-V server, and Virtual Machine.

= SAN Data Path tab — View a table and a diagram containing performance metrics for the ports
providing 1/0O to and from storage devices and their components. Click an icon or name to drill down
the component dashboard. This tab is available on the following dashboards: ESX Host, Hyper-V
server, and Virtual Machine.

* Infrastructure — Review the physical hosts that underlie the virtual environment. The Infrastructure
Environment dashboard ships with Foglight Evolve. When adding Foglight for Storage Management
dashboard, you gain the ability to infer the name of physical hosts that are connected to storage devices
without having to create Infrastructure agents to monitor physical hosts directly. These hosts are referred to
as Inferred Hosts.

Cartridges

The storage-specific functionality is packaged in one car containing the following cartridges:
e Storage
e Storage Collector
» Storage-Intelliprofile
e StorageUl
To view the status of installed cartridges, on the navigation panel, under Dashboards, click Administration >

Cartridges > Cartridge Inventory. Scroll down to find the cartridges.

Configuring Agent Managers for
Storage Collection

If you are installing external Agent Managers, install them now and then return to this workflow to configure some
settings for storage collection.

This section covers the following topics:
* Installing External Agent Managers

e Optional — Creating a Lockbox for Foglight for Storage Management Credentials

Installing External Agent Managers

If you are installing external Agent Managers, first ensure that the servers that host the external Agent Managers
meet the requirements listed under Large Environment System Requirements and Requirements for Agent
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Managers. Then follow the instructions under “Installing external Agent Managers” in the Foglight Agent Manager
Guide.

Creating a Lockbox for Foglight for Storage
Management Credentials

Lockboxes enable you to store encrypted credentials in a central location and organize credentials into meaningful
groups. A credential contains the user account information required to access a monitored device, such as a login
name and password.

The Agent Manager has a default lockbox named System. You can use this lockbox, or you can create a separate
lockbox to group the credentials used to access storage devices. If you want to create a lockbox, you should do it
now, because when you begin configure Storage Collector Agents, the wizard prompts you to assign credentials in
lockboxes.

To create a lockbox:

1 On the navigation panel, under Dashboards, click Administration > Credentials.
2 Click Manage Credentials.
3 Click Add.
4 Type a name such as Storage and optionally a password.
5 Click Add.

Supporting an Environment with
Separate Fabrics that have Duplicated
WWNs

Foglight for Storage Management uses WWNs as unique identifiers for mapping SAN topologies.

If you are using HP Virtual Connect capability, or another similar product, to allow fabrics in different datacenters to
use the same WWN ranges in your SANs, additional steps must be taken to allow a single Foglight installation to
process the collected data properly.

The Storage & San > Storage Environment > Administration dashboard provides a task called Configure
Duplicate WWN Support. Click on this task to display a dialog that will let you specify prefix values that Foglight
will prepend to collected WWN values to create unique identifiers within Foglight.

The datacenters with overlapping WWN ranges must be configured with different FglAMs for each datacenter.

All the FglAMs that collect from devices that interconnect must be configured to use the same prefix. Typically this
would be all the FglIAMs supporting a physical location or datacenter. These identifiers will apply to storage
devices and virtualization devices.

Failure to provide unique identifiers in this situation will result in incorrect topology diagrams being displayed, and
it may also cause performance problems.
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Configuring Storage Collector Agents

In this step, you configure Storage Collector Agents to monitor supported storage devices. A wizard leads you
through the process. Depending on the storage device, the details of the process may be different, but the general
activities remain the same.

The general workflow follows these steps:

1

N o g~ WDN

8

Ensure that the storage device meets Foglight for Storage Management requirements.
Launch the Storage Device Setup dialog.

Select the type of storage device to monitor.

Specify the IP address of the storage device and any other requested information.
Assign credentials for the storage device.

Release the Agent Manager lockbox (once per Agent Manager).

Complete other device-specific configuration.

Verify that the configured agent can connect to the storage device.

To begin configuring a Storage Collector Agent (hereafter referred to simply as agent), select the target storage
device from the following list. For each device, the collection method is described first, followed by requirements,
and then the configuration procedure.

Brocade SAN Switches

Cisco SAN Switches

Dell Compellent Arrays

Dell EqualLogic PS Series Array Groups
EMC CLARIiiON CX Series Arrays (CLI)
EMC CLARIiON, VNX, or VMAX Storage Arrays (SMI-S)
EMC lIsilon

EMC VPLEX

Hitachi Data Systems AMS, USP, and VSP
HP EVA Storage Arrays

HP 3PAR Arrays

NetApp Filers

If you later need to edit an agent configuration, see Editing Configured Agents.

Configuring VMware Performance
Agents

You need to configure a VMware Performance Agent for each vCenter you want to monitor. If you later need to edit
an agent configuration, see Editing Configured Agents.

For detailed information about how to create and configure a VMware Performance Agent to collect data from a

vCenter®, see the topic “Configuring monitoring agents for data collection” in the Foglight for VMware User and
Reference Guide.
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Configuring Hyper-V Agents

Foglight® for Storage Management uses the Hyper-V Agent to collect information from monitored hosts. Creating a
Hyper-V Agent instance creates the agent process on the Agent Manager host. Activating the Hyper-V Agent
starts that agent process while starting an agent instance’s data collection enables the agent to start collecting
data from the monitored host and to send it to Foglight for Storage Management.

When the Hyper-V Agent package is successfully deployed, create one or more agent instances, activate them,
and start their data collection. To perform these steps in a single operation for one or more monitored hosts, use
the Agents area on the Administration tab of the Hyper-V Environment dashboard.

For detailed information about how to create, activate Hyper-V Agent instances, and start their data collection, see
the topic “Configuring monitoring agents” in the Foglight for Hyper-V User and Reference Guide or Hyper-V
Monitoring in Foglight for Storage Management User and Reference Guide, whichever applies.

Assigning Foglight for Storage
Management Roles

Foglight for Storage Management adds the following Storage user roles to the Foglight for Storage Management
roles.

Table 8. Storage user roles.

Roles Description

¢ Perform administrative tasks from the Storage Environment dashboard. Excludes
actions reserved for the Foglight for Storage Management Administrator role,
Storage such as creating and modifying agents, rules, and registry variables.

Administrator ¢ View all Storage & SAN dashboards.
¢ Create and manage Storage reports.

Storage QuickView ¢ View all Storage & SAN dashboards.
User ¢ Create and manage Storage reports.
Storage Report User ¢ View Storage reports only.

When creating user accounts that include one of the Storage user roles, you also need to assign the following
group and roles to support the desired features:

= Foglight for Storage Management Operators group — Required — Assign this group to all
Foglight for Storage Management users to enable access to the Foglight for Storage Management
console.

= General Access role — Required — Assign this role to all Foglight for Storage Management users
to enable the Foglight for Storage Management reporting features that support Storage reports.

= VMware Administrator and Hyper-V Administrator role — Recommended — Assign this role to
Storage Administrators and Storage QuickView Users unless you specifically want to prohibit a user
from seeing and using the VMware or Hyper-V menus and dashboards.

= Administrator role — When appropriate, assign this role to the Storage Administrators who should
also have permission to create and modify agents, rules, and registry variables.

; | NOTE: To create and manage user accounts, your user account must have the group Foglight
Administrators assigned. This group includes the Administrator role as well as the necessary roles to enable
unrestricted access to all Foglight tasks and dashboards.

To begin, navigate to the Administration > Users & Security dashboard. For instructions, open the online help
and click More.
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For each of your users, provide them with their user credentials and the IP address of the Foglight for Storage
Management browser interface where they can log in to Foglight for Storage Management. Storage users can
immediately begin monitoring the storage environment and investigating issues. For help on these tasks, and for
information about modifying data collection and alarm settings, see the Foglight for Storage Management User
and Reference Guide.

For agent and agent manager maintenance, backup tasks, troubleshooting, and upgrade information, see
Managing Agents.
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Configuring Agents to Monitor
Storage Devices

This section contains the supported storage devices by vendor, requirements for each device, and procedures to

help you complete the screens in the Storage Device Setup dialog box.

This section includes the following topics:

Brocade SAN Switches

Foglight for Storage Management uses the SMI-S interface to collect from Brocade SAN switches.

Brocade switch information is collected using the following namespaces:

Brocade SAN Switches

Cisco SAN Switches

Dell Compellent Arrays

Dell EqualLogic PS Series Array Groups
EMC CLARIiON CX Series Arrays (CLI)
EMC CLARIiON, VNX, or VMAX Storage Arrays (SMI-S)
EMC lIsilon

EMC VPLEX

Hitachi Data Systems AMS, USP, and VSP
HP EVA Storage Arrays

HP 3PAR Arrays

NetApp Filers

Configuration Procedures

Interop Namespace — interop
Working Namespace(Brocade) — root/brocade

Working Namespace(McData) — root/mcdata

Foglight for Storage Management executes the following SMI-S commands to obtain switch information on all SAN
switches or Switch Management applications:

EnumerateInstanceNames
EnumeratelInstances
References

Reference Names

Associators

Foglight for Storage Management 6.3.0 User and Reference Guide
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e Associator Names
* GetClass
For more information, see the following topics:
¢ Requirements for Brocade SAN Switches

e Configuring Agents to Monitor Brocade SAN Switches

Requirements for Brocade SAN Switches

Requirements differ depending on the version of Brocade Fabric OS (FOS) used by your switch.

Brocade Switches on FOS 7.0 or later

For Brocade switches running FOS 7.0 or later, Foglight for Storage Management collects information from the
switches using the Brocade Network Advisor (BNA). Foglight for Storage Management works with either the full
commercial version of BNA (license required) or the SMI-S only version of BNA (free).

Your environment must meet the following requirements:
* Brocade Network Advisor is installed, either the full version or the free SMI-S Only mode version.

* Brocade switches are not configured as Access Gateway switches. Foglight for Storage Management does
not collect from switches configured as Access Gateway switches.

* Foglight for Storage Management requires a user account with read access. An account with write/admin
access is required to add the switch to BNA, but is not required for monitoring.

Brocade Switches on earlier versions of FOS

Foglight for Storage Management collects information from Brocade switches on earlier versions of FOS via a
Brocade SMI Agent on a management host. The SMI Agent talks to proxy switches, one in each fabric. These
proxy switches are identified through the use of a configuration tool provided by the SMI Agent. Foglight for
Storage Management does not perform any configuration of the SMI Agent. The account is native to the SMI
Agent.

For information on acquiring, installing, and setting up the Brocade SMI Agent, see:
http://www.brocade.com/services-support/drivers-downloads/smi-agent/index.page

Your environment must meet the following requirements:

* The Brocade SMI server is installed on a server/host other than the server/host running the Foglight for
Storage Management Agent Manager.

e The SMI Agent is enabled (it is not enabled by default).
e The SMI Agent requires a CIMOM that is SMI-S 1.1 or 1.2 CTP conformant.

* Brocade switches are not configured as Access Gateway switches. Foglight for Storage Management does
not collect from switches configured as Access Gateway switches.

* Foglight for Storage Management requires a user account with read access. An account with write/admin
access is required to add the switch to BNA, but is not required for monitoring.

Configuring Agents to Monitor Brocade SAN
Switches

You configure an agent to monitor the Brocade management server hosting the SMI Agent. All switches managed
by this management server are monitored. For details, see Configuring Agents to Monitor Storage Devices.
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Cisco SAN Switches

Foglight for Storage Management collects information from Cisco switches through the native MDS 9000 - 9700
series embedded SAN/NX-OS System software CLI.

For more information, see the following topics:
* Requirements for Cisco SAN Switches
* Ensuring that SSH is Enabled on Switches
* Configuring Agents to Monitor Cisco SAN Switches

Requirements for Cisco SAN Switches

Your environment must meet the following requirements:
e Each Cisco switch has a valid SSH interface.

* Foglight for Storage Management requires a valid user account with read/write access on each Cisco
switch in the SAN. The CLI command types used are:

show hardware

show wwn switch

show flogi database

show interface | include "fc|Port mode|Port WWN"
show interface | include "fc|Port WWN"

show interface counters

show vsan

Ensuring that SSH is Enabled on Switches

Log in to the switch and check that SSH is enabled.

To check that SSH is enabled on the switch:
1 Log in to the switch using Telnet.
2 At the command line, enter the following (the command entered is in bold):
switch-name# show ssh server
The response will be either:

ssh is not enabled

ssh is enabled
3 If SSH is not enabled, complete the following steps:

a Enter the following command:
switch-name# configt

b Enter the following configuration commands, one per line:
switch-name (config) # enable ssh server
switch-name (config) # exit

¢ Verify that SSH is enabled by entering the following command:

switch-name# show ssh server

Foglight for Storage Management 6.3.0 User and Reference Guide
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The response should be:
ssh is enabled

Version 2 is enabled

4 Type Ctrl/Z.

Configuring Agents to Monitor Cisco SAN
Switches

During this procedure you create an agent for a Cisco switch. The dialog allows you to create multiple agents for
other switches that use the same credentials. For switches in the same Fabric, you need to configure agents to
use the same Agent Manager.

For details, see Configuring Agents to Monitor Storage Devices.

Dell Compellent Arrays

Foglight for Storage Management collects information from Dell Compellent arrays using an API provided by Dell
Storage Manager or Compellent Enterprise Manager software. A single agent can collect from all the arrays visible
in Dell Storage Manager or Enterprise Manager.

For more information, see the following topics:
* Requirements for Dell Compellent Arrays

e Configuring Agents to Monitor Dell Compellent Arrays

Requirements for Dell Compellent Arrays

Your environment must meet the following requirements:

e Forsupported Dell Storage Manager or Compellent Enterprise Manager, see Appendix: Supported Storage
Devices Table on page 175.

* Foglight for Storage Management requires a valid Storage Manager or Enterprise Manager user account.
Use the Dell Storage Manager or Enterprise Manager Data Collector Manager to configure a user account
with Administrator privileges.

» Storage Manager or Enterprise Manager requires an account with administrative access to add a
Compellent Array and to communicate with the array.
; | NOTE:
* In FIPS-compliant mode, you need to import the CA certificate or the self-signed certificate to

the KeyStore of FgIAM to use this option. For more information, see Managing certificates on
page 39.

» Storage agent only supports monitoring through IP address. Ensure that “Subject” or “Subject
Alternative Name” field of the certificate includes the IP address of your device.
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Configuring Agents to Monitor Dell Compellent
Arrays

In this procedure, you configure the agent to monitor the Compellent Storage Manager or Enterprise Manager
host, then you select the arrays to monitor. For details, see Configuring Agents to Monitor Storage Devices.

Dell EquallLogic PS Series Array
Groups

Foglight for Storage Management uses SNMP to collect information about Dell EqualLogic PS Series array
groups. Foglight for Storage Management requires a separate agent for each Dell EqualLogic PS Series array
group. The agent uses the array group’s SNMP community name to collect and organize information about the
groups.For more information, see the following topics:

¢ Requirements for Dell EqualLogic Arrays

* Configuring Agents to Monitor Dell EqualLogic Arrays

Requirements for Dell EqualLogic Arrays

Your environment must meet the following requirements:
* For supported PS Firmware, see Appendix: Supported Storage Devices Table on page 175.

*  SNMP community names exist for each array group. You configure SNMP names using the EquallLogic
Group Manager. For more information, see “Displaying and Configuring SNMP Access to a Group” in the
EqualLogic Group Manager online help.

Configuring Agents to Monitor Dell EqualLogic
Arrays

During this procedure you create an agent for an EqualLogic PS Series array group. The dialog allows you to
create multiple agents for other array groups that use the same credentials.

For details, see Configuring Agents to Monitor Storage Devices.

EMC CLARIiiON CX Series Arrays (CLI)

Foglight for Storage Management uses the NaviSecCLI utility on the EMC Management Host to collect data from
EMC CLARIiON CX Series arrays. When accessing specific CLARIION arrays, Foglight for Storage Management
uses the Navisphere management application (via the NaviSecCLlI) for collection. Foglight for Storage
Management requires an EMC Management Host user account to access Navisphere, as well as a Navisphere
account to access the individual arrays.

NOTE: NaviSecCLI is not supported for monitoring EMC VNX or VMAX arrays. However, you can monitor
these arrays using the SMI-S interface. For instructions, see EMC CLARIION, VNX, or VMAX Storage
Arrays (SMI-S).

For more information, see the following topics:
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* Requirements for EMC CLARIiiON CX Series Arrays (CLI)
* Configuring Agents to Monitor EMC CLARIiON CX Series Arrays (CLI)

Requirements for EMC CLARIiON CX Series
Arrays (CLI)

Your environment must meet the following requirements:

¢ NaviSphere is running on a different server than the Foglight Agent Manager. This server is referred to as
the EMC Management host.

* For supported NaviSphere CLI version, see Appendix: Supported Storage Devices Table on page 175.
» Statistics logging is enabled on each array. See Verifying Statistics Logging is Enabled on EMC Arrays.
* Foglight for Storage Management requires the following accounts:

= An EMC Management Host user account to access the NaviSphere NaviSecCLI utility, with the
following access privileges:

- On UNIX systems, SSH services with read and execute access to the binaries (sudo if the
administrator changed the access privileges).

- On Windows systems, read and execute access to the executables. In addition, the following
shares and services are required to access Navisphere:

- ADMINS, IPC$ as Shares
- RPC service enabled

= A Navisphere account with the Global privilege. This account is used by the NaviSecCLI commands
to access the individual arrays. The Global privilege provides access to all CLARIiON arrays in the
Navisphere domain, requiring the user to provide the IP for only a single Service Processer (SP) of
an array in the domain.

Configuring Agents to Monitor EMC CLARIiiON
CX Series Arrays (CLI)

During this procedure, you configure the agent to use the CLI to collect from the array management host. For
details, see Configuring Agents to Monitor Storage Devices.

EMC CLARIiON, VNX, or VMAX Storage
Arrays (SMI-S)

To collect from EMC CLARIiON and VNX arrays, Foglight for Storage Management uses the EMC SMI-S Provider
installed on a host machine. For EMC VMAX arrays, Foglight for Storage Management uses the EMC SMI-S
Provider installed on EMC Solutions Enabler. The SMI-S Provider can be downloaded from the EMC Support page
at https://support.emc.com/downloads.

For more information, see the following topics:
¢ Requirements for EMC CLARIiiON or VNX Arrays (SMI-S)
* Requirements for EMC VMAX Arrays (SMI-S)
* Configuring Agents to Monitor EMC Storage Arrays (SMI-S)
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Configuring the SMI-S Provider for EMC CLARIiiON or VNX
Verifying Statistics Logging is Enabled on EMC Arrays

Requirements for EMC CLARIiON or VNX
Arrays (SMI-S)

Your environment must meet the following requirements:

For supported Solutions Enabler and SMI-S provider versions for each array model, see Appendix:
Supported Storage Devices Table on page 175.

Statistics logging is enabled on each array. See Verifying Statistics Logging is Enabled on EMC Arrays.

For compatibility information with EMC Solutions Enabler, CLARiiON Navisphere, and VNX Unisphere
releases, see the SMIS Provider Release Notes.

Foglight for Storage Management requires an SMI-S account with the Monitor role. For help setting up an
Monitor account, see the SMIS Provider Release Notes.

IMPORTANT: EMC has deprecated some storage systems with the 8.0.1 release of Solutions Enabler. For
more information refer to https://support.emc.com/docu55547. An EMC support account is required. As a
result, customers wishing to monitor any VNX array or any CLARiiON CX, CX3, CX4, AX, AX4 series array
must use a 7.6.x release of Solutions Enabler.

NOTE:

* In FIPS-compliant mode, you need to import the CA certificate or the self-signed certificate to the
KeyStore of FgIAM to use this option. For more information, see Managing certificates on page 39.

e Storage agent only supports monitoring through IP address. Ensure that “Subject” or “Subject
Alternative Name” field of the certificate includes the IP address of your device.

Requirements for EMC VMAX Arrays (SMI-S)

Your environment must meet the following requirements:

For supported Solutions Enabler and SMI-S provider versions for each VMAX array, see Appendix:
Supported Storage Devices Table on page 175. Contact EMC Customer Service to enable SMI-S Provider
on the service processor. EMC requires involving EMC Customer Service when starting and stopping
Solutions Enabler services and the SMI-S Provider.

Foglight for Storage Management requires an SMI-S account with the Monitor role. For help setting up a
monitor account, see the SMIS Provider Release Notes.

IMPORTANT: EMC has deprecated some storage systems with the 8.0.1 release of Solutions Enabler. For
more information refer to https://support.emc.com/docu55547. An EMC support account is required. As a
result, customers wishing to monitor any VNX array or any CLARIiiON CX, CX3, CX4, AX, AX4 series array
must use a 7.6.x release of Solutions Enabler.

NOTE:

* In FIPS-compliant mode, you need to import the CA certificate or the self-signed certificate to the
KeyStore of FgIAM to use this option. For more information, see Managing certificates on page 39.

* Storage agent only supports monitoring through IP address. Ensure that “Subject” or “Subject
Alternative Name” field of the certificate includes the IP address of your device.
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Configuring Agents to Monitor EMC Storage
Arrays (SMI-S)

During this procedure you configure the agent to use SMI-S to collect from the Array Management Host that
monitors the arrays. For details, see Configuring Agents to Monitor Storage Devices.

Configuring the SMI-S Provider for EMC
CLARIiON or VNX

The SMI-S Provider has a programmatic interface that enables management applications that are integrated with
the provider with the ability to discover CLARIiiON or VNX storage arrays out of band. This discovery method does
not require that a CLARIiiON or VNX LUN be visible to the host on which the SMI-S Provider is running—only the
IP connection to the storage array is required.

You must provide the following information:
e The IP address of SPA and SPB of the CLARIiON or VNX array to be managed.

¢ The username and password of the CLARIiiON or VNX array that has administrator-level privileges with
global scope.

EMC offers the TestSmiProvider tool for adding CLARIiiON and VNX arrays to the SMI-S Provider.
¢ On Windows platforms, the TestSmiProvider.exe resides in c: \program files\emc\ecim\ecom\bin.
e  On Linux platforms, TestSmiProvider resides in: /opt/emc/ECIM/ECOM/bin

For more information, see the SMI-S Provider Release Notes.

To configure SMis collections for the EMC array:
1 Set up the SMI Provider.

The following testsmiprovider program is interactive and provides acceptable defaults. Press return on
each line (change the password if needed):

C:\Program Files\EMC\ECIM\ECOM\bin>testsmiprovider

Connection Type (ssl,no ssl,native) [no ssl]\:

Host [localhost]:

Port [5988]:

Username [admin]:

Password [#1Password]:

Log output to console [y|n (default y)]:

Log output to file [y|n (default y)]:

Logfile path [Testsmiprovider.log]:

(OUTPUT)

Connecting to localhost:5988

Using user account 'admin' with password '#lPassword'

FHEHH AR R R R R R
#4 #4#

## EMC SMI Provider Tester ##

## This program is intended for use by EMC Support personnel only. ##
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## At any time and without warning this program may be revised ##
## without regard to backwards compatibility or be ##

#4# removed entirely from the kit. ##
SR
slp - slp urls slpv - slp attributes

cn - Connect dc - Disconnect

rc - RepeatCount st - Set timeout value

ns - NameSpace ens - EnumerateNamespaces

ec - EnumerateClasses ecn - EnumerateClassNames

el - EnumeratelInstances ein - EnumerateInstanceNames

a - Associators an - AssociatorNames

r - References rn - ReferenceNames

gl - GetInstance gc - GetClass

lc - Log control dv - Display version info

ind - Indications menu sl - Start listener

addsys - EMC AddSystem refsys - EMC RefreshSystem

disco - EMC Discover remsys - EMC RemoveSystem

im - InvokeMethod tms - TotalManagedSpace

g - Quit h - Help
B i
Namespace: root/emc

repeat count: 1

(localhost:5988) 2

Test the provider to be sure it is working.

If you successfully connected to the SMI-S Provider, issue the dv command to list basic information about
the provider and any attached storage arrays:

(localhost:5988) ? dv

++++ Display version information ++++

CIM ObjectManager Name: EMC:10.247.73.48

CIMOM Version: EMC CIM Server Version 2.6.6.1.0.3
SMI-S spec version: 1.4.0

SMI-S Provider version: V4.6.1.0

SMI-S Provider Location: Proxy

SMI-S Provider Server:

Windows NT 12se0048 6.1.7600 x86 64 (64bit Libraries)
Solutions Enabler version: V7.3-1300 1.0

Retrieve and Display data - 1 Iteration(s) In 0.109006 Seconds

a Press the enter key to continue.
IMPORTANT: In the above example, the SMI-S Provider is not aware of any attached storage arrays.
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3 Add the storage arrays to the provider.

Use the addsys command to attach a CLARIiON or VNX array to SMI-S Provider. This command is not for
Symmetrix arrays. The following provides an example of attaching an VNX array to the SMI-S Provider:

(localhost:5988) 2 addsys

Add System {ylIn} [n]: y

ArrayType (1=Clar, 2=Symm) [1]:

One or more IP address or Hostname or Array ID

Elements for Addresses

IP address or hostname or array id 0 (blank to quit): 10.247.73.78
IP address or hostname or array id 1 (blank to quit): 10.247.73.79
IP address or hostname or array id 2 (blank to quit):

Address types corresponding to addresses specified above.

(1=URL, 2=IP/Nodename, 3=Array ID)

Address Type (0) [default=2]:

Address Type (1) [default=2]:

User [null]: clariion

Password [null]: clariion

(OUTPUT)

++++ EMCAddSystem ++++

OUTPUT : O

Legend:0=Success, 1=Not Supported, 2=Unknown, 3=Timeout, 4=Failed
5=Invalid Parameter, 4096=Job Queued, 4097=Size Not Supported

System
//10.247.73.48/root/emc:Clar StorageSystem.CreationClassName="Clar StorageSyst
em", Name="CLARiiON+FNM00104500227"

In the above example, the first SPA and the SPB of the VNX array is provided. The username/password
combination must be of administrator level and global scope.

By issuing the following dv command, you can see the VNX array (which displays as CLARIiiON array
FNM00104500227) is now present in the provider:

(localhost:5988) ? dv

++++ Display version information ++++

CIM ObjectManager Name: EMC:

CIMOM Version: EMC CIM Server Version 2.6.6.1.0.3
SMI-S spec version: 1.4.0

SMI-S Provider version: V4.6.1.0

SMI-S Provider Location: Proxy

SMI-S Provider Server:

Windows NT 12se0048 6.1.7600 x86 64 (64bit Libraries)
Solutions Enabler version: V7.3-1300 1.0

Firmware version information:

(Remote) CLARiiON Array FNM00104500227 (Rack Mounted VNX7500): 5.31.0.5.006
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Retrieve and Display data - 1 Iteration(s) In 0.155009 Seconds
a Press the enter key to continue.

Verify that statistics logging is enabled for your arrays. For more information, see Verifying Statistics
Logging is Enabled on EMC Arrays.

ECOM post-installation tasks

Authentication is required to query the EMC CIM Server. An initial setup is required on the EMC CIM
Server to create a CIM user. This can be done using the following procedures:

a Gotothe URL https://<ipaddress>:5989/ecomconfig, log in using the username admin
and the password #1Password. Or, use the password you created.

b Click Add User and create a user with the role of Administrator. This newly created username can
now be used to obtain access to the SMI-S Provider.

Verifying Statistics Logging is Enabled on EMC
Arrays

Foglight for Storage Management requires that statistics logging is enabled on an EMC array. Use
TestSMIProvider to verify if statistics logging is enabled for CLARIiION or VNX arrays.

To verify if statistics logging is enabled:

1
2
3

5

Log in to the server with the SMIs provider installed.

Run the TestSMIProvider.

When you reach the point where you can input SMI provider commands, enter:
(localhost:5988) 2 ei

Class: cim_statisticsservice

In the output, for the desired array, search for the properties “EnabledState” and “Started”.

If the value for “EnabledState” is “3”, and the value for “Started” is “False”, then statistics logging has not
been set for the array, and it will not collect.

The output will display an “instance” for each array, similar to that shown below.
Instance 0:

ObjectPath :

Clar BlockStatisticsService.CreationClassName="Clar BlockStatisticsService",Na
me="EMCBlockStatisticsService",SystemCreationClassName="Clar StorageSystem", Sy
stemName="CLARiiON+APM001206012345

i | IMPORTANT: Scroll to the following text.

<PROPERTY NAME="EnabledState" CLASSORIGIN="CIM EnabledLogicalElement"
PROPAGATED="true" TYPE="uintl6">

<VALUE>3</VALUE>
; | IMPORTANT: Scroll to the following text.

<PROPERTY NAME="Started" CLASSORIGIN="CIM Service" PROPAGATED="true"
TYPE="boolean">

<VALUE>FALSE</VALUE>
</PROPERTY>
If statistics logging is not enabled, see the procedure for the tool you are using:
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= Enabling Statistics Logging Using Unisphere
= Enabling Statistics Logging Using Navisphere

Enabling Statistics Logging Using Unisphere

To enable statistics logging:

1

@D g b~ WN

Start Unisphere.

Select the desired array, and select System.

In the System Management tile, click Properties.

On the Storage System Properties dialog box, select the General tab.
Select the Statistics Logging check box.

Click OK.

Statistics logging has now been enabled for the array.

Refresh the SMIS provider using the TestSMIProvider refsys command.

Enabling Statistics Logging Using Navisphere

To enable statistics logging:

1

2
3
4
5

Start Navisphere.

Right-click the desired array and click Properties.

On the Storage System Properties dialog box, select the General tab.
Select the Statistics Logging check box.

Click OK.

Statistics logging has now been enabled for the array.

Refresh the SMIS provider using the TestSMIProvider refsys command.

EMC Isilon

Foglight for Storage Management uses the OneFS CLI utility to collect data from all nodes in an EMC Isilon array

cluster.

For more information, see the following topics:

Requirements for EMC Isilon

Configuring Agents to Monitor EMC Isilon Arrays

Requirements for EMC Isilon

For supported versions EMC Isilon OneFS version, see Appendix: Supported Storage Devices Table on
page 175.

The root account for an Isilon array is required.
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Configuring Agents to Monitor EMC Isilon
Arrays

Configure an agent for each Isilon array cluster that you want to monitor. For details, see Configuring Agents to
Monitor Storage Devices.

EMC VPLEX

Foglight for Storage Management uses the VPLEX Restful APIs to collect data from all nodes in an EMC VPLEX
array cluster.

For more information, see the following topics:
¢ Requirements for EMC VPLEX
* Configuring Agents to Monitor EMC VPLEX Arrays

Requirements for EMC VPLEX

e For supported versions EMC VPLEX Local and VPLEX metro version, see Appendix: Supported Storage
Devices Table on page 175.

e The root account for a VPLEX array is required.

i | NOTE:

* In FIPS-compliant mode, you need to import the CA certificate or the self-signed certificate to the
KeyStore of FgIAM to use this option. For more information, see Managing certificates on page 39.

* Storage agent only supports monitoring through IP address. Ensure that “Subject” or “Subject
Alternative Name” field of the certificate includes the IP address of your device.

Configuring Agents to Monitor EMC VPLEX
Arrays

Configure an agent for each VPLEX array cluster that you want to monitor. For details, see Configuring Agents to
Monitor Storage Devices.

Hitachi Data Systems AMS, USP, and
VSP

Foglight for Storage Management collects information from Hitachi Data Systems Adaptable Modular Storage
(AMS), Universal Storage (USP) or Virtual Storage Platform (VSP) using the SMI-S interface of the HiCommand
Device Manager component of the Hitachi Command Suite software or the embedded SMI-S provider of VSP
arrays.

i | NOTE: The information in this section applies to all three types of systems: AMS, USP and VSP.
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The metrics that can be collected from the standard HiCommand Device Manager are limited. Foglight for Storage
Management provides an option to interface with the Hitachi Tuning Manager to collect the following additional
metrics.

Table 9. HiCommand Device Manager metrics

Collected Entity Metric
Disk Busy (AMS only)
State (AMS, USP, VSP)
LUN Bytes Read
Bytes Written
Latency
Controller Busy
Port (Array) Ops Read
Ops Write
Bytes Read
Bytes Write

For more information, see the following topics:
* Requirements for Hitachi Data Systems AMS, USP, VSP
e Configuring Agents to Monitor Hitachi Data Systems AMS

Requirements for Hitachi Data Systems AMS,
USP, VSP

Your environment must meet the following requirements:
e The Hitachi HfCommand server is on a different server than Foglight for Storage Management.

* For supported versions of Hitachi Command Suite, see Appendix: Supported Storage Devices Table on
page 175.

i | NOTE: A HiCommand account must explicitly belong to the built-in Storage Administrator (View
Only) or built-in ViewGroup User Group, and must be granted with the VIEW permission.

e The SMI-S component is installed on the Hitachi HiCommand server.

¢ The SMI-S component is installed on the Hitachi HiCommand server for AMS and USP arrays. For VSP
arrays the embedded SMI-S provider must be enabled

¢ Foglight for Storage Management requires a Command Suite account. By default, all Hitachi Command
Suite users are also SMI-S users, so any Command Suite account can be used.

* If you want to collect additional metrics with the Hitachi Tuning Manager:

= The Hitachi HfCommand server is running on a Windows Server (so that Foglight for Storage
Management can collect metrics from the Tuning Manager).

= The Tuning Manager is enabled on the Hitachi HiCommand server. Tuning Manager is included in
Command Suite 7.0 or later, but is licensed separately. For more information, see the Hitachi
Command Suite Installation Guide.

= Foglight for Storage Management requires a user account on the Windows Server hosting the
Hitachi HiCommand server with the Tuning Manager enabled with the VIEW permission. The
account must be configured to run the Tuning Manager.

= By default CommandSuite (Device Manager) does not automatically refreshes data from Storage
Devices that are connected to it. SMI-S is part of the Device Manager, so it does not refresh data as
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well. In order to make Device Manager refresh data following command below needs to be run on
time schedule:

HiCommandCLI.bat" http://localhost:2001/service -u system -p manager
RefreshStorageArrays

i | NOTE:

* In FIPS-compliant mode, you need to import the CA certificate or the self-signed certificate to the
KeyStore of FgIAM to use this option. For more information, see Managing certificates on page 39.

» Storage agent only supports monitoring through IP address. Ensure that “Subject” or “Subject
Alternative Name” field of the certificate includes the IP address of your device.

Configuring Agents to Monitor Hitachi Data
Systems AMS

During this procedure, you configure an agent to monitor the server hosting the Hitachi Command Suite. You are
prompted to select the arrays to configure. You can also configure the agent to use the Tuning Manager. For
details, see Configuring Agents to Monitor Storage Devices.

Configuring Agents to Monitor Hitachi Data
Systems USP and VSP Arrays

Monitoring VSP arrays requires a slightly different procedure than monitoring AMS arrays. When monitoring AMS
arrays, the SMI-S provider that is part of the Hitachi H-Command server is used. This is the same server that hosts
the Hitachi Tuning Manager. When monitoring USP or VSP arrays however, SMI-S data must be collected from the
SMI-S provider embedded in the array itself. The Tuning Manager on the HiCommand server is still used for
performance data collection. For details, see Configuring Agents to Monitor Storage Devices.

HP EVA Storage Arrays

Foglight for Storage Management collects information from the HP EVA storage arrays using the SMI-S interface
of the SMI-S provider integrated with Command View EVA management software. For procedures describing how
to install and configure this component, see the HP StorageWorks Command View EVA Installation Guide.

The following versions of HP EVA arrays are supported by Foglight for Storage Management:

3000 Series 5000 Series
4000 Series 6000 Series
4100 Series 6100 Series
4400 Series 6400 Series

For more information, see the following topics:
¢ Requirements for HP EVA Storage Arrays
» Configuring Agents to Monitor HP EVA Storage Arrays
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Requirements for HP EVA Storage Arrays

Your environment must meet the following requirements:

* For supported versions of HP Command View EVA, see Appendix: Supported Storage Devices Table on
page 175.

* Foglight for Storage Management is installed on a different server than HP Command View.

e Foglight for Storage Management requires a Command View account. All HP Command View EVA users
are also HP SMI-S EVA users, so any Command View account is valid.

i | NOTE:

* In FIPS-compliant mode, you need to import the CA certificate or the self-signed certificate to the
KeyStore of FgIAM to use this option. For more information, see Managing certificates on page 39.

* Storage agent only supports monitoring through IP address. Ensure that “Subject” or “Subject
Alternative Name” field of the certificate includes the IP address of your device.

Configuring Agents to Monitor HP EVA Storage
Arrays

During this procedure, you configure an agent to monitor the server hosting HP EVA Command View. You are
prompted to select the arrays to monitor. For details, see Configuring Agents to Monitor Storage Devices.

HP 3PAR Arrays

Foglight for Storage Management collects information from HP 3PAR arrays by communicating with the embedded
SMI-S provider integrated into the array's InForm OS.

For more information, see the following topics:
* Requirements for HP 3PAR Arrays
* Configuring Agents to Monitor HP 3PAR Arrays

Requirements for HP 3PAR Arrays

Your environment must meet the following requirements:
e OS version 3.1.2 is required.
¢ You must enable the SMI-S provider, which is not enabled by default. Use the HP 3PAR CLI.

* Foglight for Storage Management requires an SMI-S account with the Administrator role.

i | NOTE:

* In FIPS-compliant mode, you need to import the CA certificate or the self-signed certificate to the
KeyStore of FgIAM to use this option. For more information, see Managing certificates on page 39.

* Storage agent only supports monitoring through IP address. Ensure that “Subject” or “Subject
Alternative Name” field of the certificate includes the IP address of your device.
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Enabling the SMI-S Provider

To enable the SMI-S provider:
1 Log in to the 3PAR CLI using SSH.
2 Enter the 3PAR Array IP address.
3 Enter the user name configured on the array and the password.
4 Enter the command showcim to check if the SMI-S provider is already enabled.
5 Enter the command startcim to enable the SMI-S provider.

For further details, refer to the 3PAR InForm OS Command Line Interface Reference.

Configuring Agents to Monitor HP 3PAR Arrays

During this procedure you create an agent for an HP 3PAR array. The dialog allows you to create multiple agents
for other arrays that use the same credentials.

For details, see Configuring Agents to Monitor Storage Devices.

NetApp Filers

Foglight for Storage Management collects storage inventory, data protection, performance, and association
information from NetApp filers using the native Data ONTAP API. This requires an integrated account for collecting
from NetApp Filers.

i | NOTE: NetApp filers can be configured for both SSLv3 and TLS connections. As a result of recent security
changes in Java, the agent will no longer attempt SSLv3 connections when monitoring these systems. If a
secure connection is required, TLS must be enabled for the filer. See
https://library.netapp.com/ecmdocs/ECMP1155684/html/GUID-3E07D3F8-6A05-49C0-BF92-
9C88BA252E1F.html

For more information, see the following topics:
e Requirements for NetApp Filers

* Configuring Agents to Monitor NetApp Filers

Requirements for NetApp Filers

Your environment must meet the following requirements:

* Foglight for Storage Management requires an account with the appropriate defined role access capabilities
to enable DataONTAP® API.

= For supported versions of DATA ONTAP and Cluster Mode (C-Mode), see Appendix: Supported
Storage Devices Table on page 175.

= For general access, the following permissions are required for the accounted used for monitoring:
= login-http-admin - allows connection to the NetApp storage via HTTP.
o system-api-list - allows querying for the list of available APl methods available
o security-api-vfiler - allows the execution of API commands to retrieve vFiler unit information.

o "api-*" - allows the use of NetApp API calls for data collection
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For limited access, different monitoring roles will need to be created depending on the NetApp
system to which you are connecting. For information on how to create a read-only user to monitor a
storage system in OnCommand System Manager, OnCommand Unified Manager or Performance
Advisor, refer to your NetApp documentation. Foglight for Storage Management will never request
or require write access to any filer components or services.

= Foglight for Storage Management may execute some or all of the following calls when collecting
data. Not all calls are available on all versions of Data ONTAP.

Table 10. List of calls
aggr-get-iter
aggr-list-info
aggr-space-get-iter
aggr-status-get-iter
cifs-share-get-iter
cifs-share-list-iter-end
cifs-share-list-iter-next
cifs-share-list-iter-start
cluster-identity-get
disk-list-info
fcp-adapter-get-iter
fcp-adapter-list-info
fcp-interface-get-iter
fcp-node-get-name
fcp-port-name-get-iter
igroup-get-iter
iscsi-interface-get-iter
iscsi-node-get-name

iscsi-service-get-iter

lun-get-iter

lun-get-occupied-size
lun-get-serial-number
lun-get-space-reservation-info
lun-list-info

lun-map-get-iter

lun-map-list-info
net-interface-get-iter
nfs-exportfs-list-rules
nfs-exportfs-list-rules-2
perf-object-counter-list-info
perf-object-get-instances
perf-object-get-instances-iter-end
perf-object-get-instances-iter-next
perf-object-get-instances-iter-start
perf-object-instance-list-info
perf-object-instance-list-info-iter
portset-get-iter

portset-list-info

gtree-list

quota-report
snapshot-delta-info
shapshot-get-reserve
snapshot-list-info
snmp-get

snmp-get-next
storage-disk-get-iter
system-api-list
system-get-info
system-get-node-info-iter
system-get-ontapi-version
system-get-version
vfiler-list-info
volume-get-iter
volume-get-root-name
volume-list-info
volume-options-list-info

vserver-get-iter

= In 7-Mode, this command line can be used to create a role with only the limited permissions

required for monitoring.

useradmin role add vfs collector -a login-http-admin,api-system-get-
version,api-system-get-info,api-system-get-ontapi-version,api-aggr-list-
info,api-volume-list-info, api-volume-get-root-name, api-volume-options-
list-info,api-gtree-list,api-quota-report,api-disk-list-info,api-cifs-
share-list-iter-start,api-cifs-share-list-iter-next,api-cifs-share-list-
iter-end,api-nfs-exportfs-list-rules,api-nfs-exportfs-list-rules-2,api-
snapshot-delta-info, api-snapshot-get-reserve,api-snapshot-list-info,api-
lun-map-list-info,api-lun-list-info,api-lun-get-occupied-size,api-lun-
get-space-reservation-info,api-lun-get-serial-number, api-iscsi-node-get-
name, api-fcp-node-get-name,api-fcp-adapter-list-info,api-portset-list-
info,api-snmp-get, api-snmp-get-next,api-vfiler-list-info,api-perf-object-
get-*,api-perf-object-counter-list-info, security-api-vfiler,api-perf-

object-instance-list-info,api-system-api-list

Once the role is created, it must be associated with a group, and the group associated with a user.
The NetApp documentation covers this in more detail:
https://library.netapp.com/ecmdocs/ECMP1155684/html/GUID-20BAA16F-7411-45F 1-84E8-

4C6761D9B539.html

In cluster mode, the newer security login commands can be used to create a role with the
appropriate permissions.
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It is possible to create a read-only role and assign it to an account without specifically listing the
commands required. This is done by first creating the role with the correct access permissions, and
then creating a new user account associated with that role.

To create the rule, the following command is used:

security login role create -role vfs collector -cmddirname DEFAULT -

access readonly

This role will have read-only access to the default set of NetApp commands. Then a user can be

created and associated with this role:

security login create -username vtest -application ontapi -authmethod

password -role vfs collector

If more fine-grained control over the permissions assigned is required, then the complete list of

commands required will need to be granted individually. This is done by allowing read-only access
to the command associated with each API call that the Foglight for Storage Management agent is
required to make. The NetApp documentation should be consulted for more details.

The mapping of API permissions to NetApp commands is:

Table 11. Mapping of APl permissions to NetApp commands

APl Name

Command Line Permission

api-aggr-get-iter,
api-aggr-status-get-iter
api-aggr-space-get-iter
api-cifs-share-get-iter
api-cluster-identity-get
api-disk-list-info
api-fcp-adapter-get-iter
api-fcp-interface-get-iter
api-fcp-port-name-get-iter
api-iscsi-service-get-iter
api-lun-get-iter
api-lun-map-get-iter
api-net-interface-get-iter
api-nfs-service-get-iter

api-perf-object-counter-list-info
api-perf-object-get*
api-perf-object-instance-list-info-iter
api-portset-get-iter

api-gtree-list-iter
api-quota-report-iter

api-snapshot-*

api-storage-disk-get-iter
api-system-get-node-info-iter
api-system-get-version
api-volume-get-iter
api-vserver-get-iter
igroup-get-iter

storage aggregate show

storage aggregate show-space
vserver cifs share show
cluster show

storage disk show

network fcp adapter show
vserver fcp interface show
vserver fcp wwpn-alias show
vserver iscsi show

lun show

lun mapped show

network interface show
vserver nfs show,

vserver nfs status

statistics catalog counter show
statistics show

statistics catalog instance show
lun portset show

volume qtree show

volume quota report

volume snapshot show,
volume snapshot policy show
storage disk show

system node image show
version

volume show

vserver show

lun igroup show
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A new role should be created:

security login role create -role vfs collector -cmddirname "security
login role show-ontapi" -access readonly

Each of the command line permissions will need to be assigned to the selected role in the following
manner:

security login role create -role vfs collector -cmddirname "storage
aggregate show" -access readonly

Then a user created and associated with that role:

security login create -role vfs collector -username vtest -application
ontapi -authmethod password

* In FIPS-compliant mode, you need to import the CA certificate or the self-signed certificate to the
KeyStore of FgIAM to use this option. For more information, see Managing certificates on page 39.

» Storage agent only supports monitoring through IP address. Ensure that “Subject” or “Subject
Alternative Name” field of the certificate includes the IP address of your device.

Configuring Agents to Monitor NetApp Filers

Configure an agent for each NetApp filer you want to monitor. For details, see Configuring Agents to Monitor
Storage Devices.

Configuration Procedures

The preceding sections link to the folowing configuration procedures:

Configuring Agents to Monitor Storage Devices

Assigning Credentials

Resolving Connection Attempt Errors

Configuring the Hitachi Tuning Manager

Configuring Generic SMI-S Array Agent to Monitor Storage Devices

Managing certificates

Configuring Agents to Monitor Storage Devices

To configure an agent to monitor the storage device:

1
2
3

On the navigation panel, under Homes, click Storage Environment.

Click the Administration tab.

Click Configure Agent for Storage Device Monitoring.

The Storage Device Setup dialog opens.

In the Add/Edit Agent section, select an agent manager host from the Agent Manager drop-down list.

In the Add/Edit Agent section, configure the agent settings:
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a Select the type of storage device from the Resource Type and Model drop-down lists, as indicated
in Table 12.

b Inthe IP Address field, type the IP address of the server hosting the agent manager.

c If the Agent uses a non-default port, type the port number in the Port field. Ensure that this port is
open and that traffic is permitted between the device and the Agent Manager host.

d Specify a name for the agent in the Name field (optional).
e Click Add.

The system checks the IP address. If the validation fails, check the IP address and ensure the
device at the IP address is functioning.

The Credential Assignment Wizard opens.

6 Create or select a credential that contains the account information needed to access the storage device.
For detailed information, see Assigning Credentials.

7 For Hitachi Data Systems AMS, USP, and VSP devices only: If you want to use the Hitachi Tuning Manager
for collecting additional metrics, follow the instructions in Configuring the Hitachi Tuning Manager.

The new StorageAgentMaster Monitor Agent is added to the table at the bottom of the dialog.
8 If the agent is correctly configured, continue with Step 9.

If the agent is incorrectly configured, the Validated column provides details to help you troubleshoot the
issue. For additional information, see Resolving Connection Attempt Errors.

9 Click OK to exist the Storage Device Setup dialog.
Table 12. Storage Device requirements

Type of Storage Resource Type

Device Vendor field Model field
FC Switches Brocade SAN Switches FC Switch Brocade
Cisco SAN Switches FC Switch Cisco
Storage Arrays Dell Compellent Arrays Storage Array Dell Compellent

Dell EqualLogic PS Series Array Groups Storage Array Dell EqualLogic
EMC CLARIiON CX Series Arrays (CLI)  Storage Array EMC CLARIiON using CLI
EMC CLARIiON, VNX, or VMAX Storage Storage Array EMC VNX/CLARIiON/VMAX -

Arrays (SMI-S) SMIS
EMC lIsilon Storage Array EMC Isilon
Hitachi Data Systems AMS, USP, and Storage Array HDS AMS/UPS/VSP
VSP
HP EVA Storage Arrays Storage Array HP EVA
HP 3PAR Arrays Storage Array HP 3PAR
Filers NetApp Filers Filer NetApp

Assigning Credentials

When configuring an agent to monitor a storage device, you need to assign a credential. Here are some typical
scenarios:

* Astorage device has a unique account and password. Create a credential to contain the account and
password and assign it to this device only.

* Multiple storage devices of the same type are configured to use the same account and password. The first
time you configure a Storage Collector Agent to monitor one of these devices, create and assign a
credential that contains the account and password. When configuring additional agents to monitor the rest
of the devices, select and assign this existing credential to the devices.
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A single storage device has multiple accounts that can be used to access it. When you configure a Storage
Collector Agent to monitor this device, create and assign a credential for each account. When the Storage
Collector Agent attempts to authenticate itself with the device, it tries the credentials one at a time until it
connects successfully. Any remaining credentials are not tried.

This section contains procedures that describe how to create or select a credential. It also contains information
about releasing Agent Manager lockboxes.

Creating and assigning new credentials
Selecting and assigning an existing credential

About releasing the Agent Manager lockbox

Creating and assigning new credentials

To create a new credential:

1

In the Credential Assignment Wizard, click New Credential - Create and Assign.
The available options differ slightly depending on the storage device.
In the Unique Name field, type a name that is unique to this credential.

If the Domain box is displayed, type the domain.

; | IMPORTANT: If the Domain box is not displayed, and you need to specify the domain, include the
domain as part of the account name.
Do one of the following:

= If the Account Name and Password boxes are displayed, provide user credentials for the target
application and/or the target server hosting the management application.

= If the SNMP Community String box is displayed, type the SNMP community name assigned to the
storage array group that you want to access.

In the Select the lockbox to contain this credential table, select a Foglight lockbox to contain this credential.
For more information, see Creating a Lockbox for Foglight for Storage Management Credentials.

Click Submit.
The Credential Assignment Wizard page is updated to display the new credential.

For Hitachi Data Systems AMS, USP, and VSP devices, click Next to continue with Configuring the Hitachi
Tuning Manager. For all other device types, click Finish to return to the Storage Device Setup dialog.

Selecting and assigning an existing credential

To select and assign existing credentials:

1

2

In the Credential Assignment Wizard, click Existing Credential - Select and Assign.
The Select Existing Credential dialog box opens.

Select the credential to use with the target storage device.
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Select Existing Credential X
Select the credential that will contain this resource.
Resource: 10.6,152.137

Credential Password Required 3
System Mo -

C (8)FC-Brocade )

(OLocal Account for Monitoring UnixOS
(OLocal Account for Monitoring WindowsOS

Note: 3 password will be required for password secured Loddhoxes that have not yet
been refeased fo the provided Agent Manager

3 Click Submit.

The Credential Assignment Wizard page is updated to display the assigned credential.

4 If this is the first agent to use a credential in the lockbox, in the row containing the lockbox, click :
Release Lockbox. If prompted, enter the lockbox password.

5 For Hitachi Data Systems AMS, USP, and VSP devices, click Next to continue with Configuring the Hitachi
Tuning Manager. For all other device types, click Finish to return to the Storage Device Setup dialog.

About releasing the Agent Manager lockbox

An Agent Manager lockbox needs to be released the first time an agent is deployed to the Agent Manager host.
This releases the lockbox to the client Agent Manager Host, making all the credentials in the lockbox available to
the agents on that host. You can release the lockbox from the Storage Device Setup wizard, the Edit Agent
Properties dialog box, or from the Credentials dashboard.

Resolving Connection Attempt Errors

If the agent’s attempt to connect and validate fails, the error message usually contains a suggested resolution. For
example, you may need to fix credentials or release the lockbox.

If the connection is refused because the entered IP address is incorrect, you need to cancel the wizard, delete the
agent, and restart the wizard using the correct IP address. If the port is wrong, you can click the value beside the
Port field to correct the value.

If the problem cannot be resolved at this time, close the Storage Device Setup dialog. The configuration that has
been done up to the point where the error occurred is saved. After resolving the problem, edit the agent
configuration and validate the settings. For more information, see Editing Configured Agents.

Configuring the Hitachi Tuning Manager

To configure the Hitachi Tuning Manager:

1 On the second page of the Credential Assignment Wizard (available only for Hitachi Data Systems AMS,
USP, and VSP devices), read the information provided.

Foglight for Storage Management 6.3.0 User and Reference Guide
Configuring Agents to Monitor Storage Devices

38



If you want to use the Hitachi Tuning Manager for collecting additional metrics, check the Use HDS Tuning
Manager checkbox.

If the Tuning Manager is not installed in the default path, type the installation Path.

Type the IP Address of the system on which HDS Tuning is installed. If left blank, then the IP address of the
array or array manager is assumed.

Click Finish to complete the operation and return to the Storage Device Setup dialog.

Configuring Generic SMI-S Array Agent to
Monitor Storage Devices

During this procedure, you configure the agent to use SMI-S to collect from the Array Management Host that
monitors the arrays.

To configure an agent to monitor the storage device:

1
2
3

6

7

On the navigation panel, under Homes, click Storage Environment.
Click the Administration tab.

Click Configure SMIS Agent for Storage Device Monitoring.

The Storage Device Setup dialog opens.

In the Add SMIS Storage Agent section, select an agent manager host from the Agent Manager drop-down
list.

In the Add SMIS Storage Agent section, configure the agent settings:
a Inthe IP Address field, type the IP address of the server hosting the agent manager.

b If the Agent uses a non-default (5988 or 5989) port, type the port number in the Port field. Ensure
that this port is open and that traffic is permitted between the device and the Agent Manager host.

¢ Check the HTTPs check-box if the Agent uses SSL connection.
d Specify a name for the agent in the Name field (optional).
e Click Add.

Create or select a credential that contains the account information needed to access the storage device.
For more information, see Assigning Credentials.

Click OK to exit the Storage Device Setup dialog.

Managing certificates

Syntax Conventions

In order to successfully make use of the Foglight commands in your monitoring environment, review the syntax
conventions before getting started. The syntax conventions are as follows:

Generic examples follow the UNIX path structure that uses forward slashes '/' to separate directories.

Platform-specific examples follow standard platform conventions. For example, UNIX-specific examples
use forward slashes ‘/’ as directory delimiters, while Windows examples use backslashes ‘\'.

<foglight_home> is a placeholder that represents the path to the Foglight Management Server installation.

<foglight_agent_mgr_home> is a placeholder that represents the path to the Foglight Agent Manager
installation. This can be the location of the Foglight Agent Manager installation on a monitored host, or the
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home directory of the Foglight Agent Manager that comes embedded with the Foglight Management
Server. For example:

Path to the Foglight Agent Manager installation on a monitored host (Windows):
C:\Quest\Foglight_Agent_Manager

Path to the embedded Foglight Agent Manager installation (Windows):
C:\Quest\Foglight\fglam

Unless otherwise specified, Foglight commands are case-sensitive.

Managing certificates for FglAM

Foglight Evolve agents use Foglight Agent Manager (FgIAM) to manage certificates for SSL encryption
connection.

Prerequisite

All the certificate-related command line options require that FgIAM be up and running.

Add a certificate

bin/fglam --add-certificate "user alias 1"=/path/to/certificate/file

Validate the certificate and ensure the following:
= |tis not expired.
= Itis an X.509 format.

= FglAM requires the Base64 format. To verify if the certificate file is encoded with Base64, open the
certificate with a notepad and the certificate should be similar to the following example:

NOTE: If the certificate is not Base64 format, use openssl command to convert the certificate
file into a Base64 file. Use either of the following commands depending on the source form:
openssl x509 -inform DER -in xxx.cer -out xxx.crt

or

openssl x509 -inform PEM -in xxx.cer -out xxx.crt

The alias is required and is used in the list and delete operations to refer to the certificate. It can be
anything.

List installed certificates

bin/fglam --list-certificates

Print out a list of certificates and the aliases that refer to them.

Refer to the example output below:

List of installed certificates:

Alias Certificate Info

user alias 1 XXXX

Delete a certificate

Remove a certificate referred to by an alias.

bin/fglam --delete-certificate "user alias 1"
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A full example for managing certificate for FgIAM
¢ Add an example certificate into FgIAM certificate store

C:\Quest\Foglight\fglam\bin>fglam.exe --add-certificate "Evolve-test"="D:/Evolve-
test.crt"

2020-02-27 16:31:01.000 INFO [native] Certificate added: Certificate from
D:\Evolve-test.crt added as Evolve-test
e List the example certificate in the FgIAM certificate store

C:\Quest\Foglight\fglam\bin>fglam.exe —--list-certificate

Alias Certificate
Evolve-test Issuer:
CN: XXX

* Delete the example certificate from the FgIAM certificate store

C:\Quest\Foglight\fglam\bin>fglam.exe —--delete-certificate "Evolve-test"

2020-02-27 16:28:21.000 INFO [native] Certificate deleted: Certificate

Evolve-test deleted
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3

Managing Agents

After you create agents, you can check their status and alarms. Over time, you may need to edit configured
agents. You complete these tasks on the Storage Environment dashboard under the Administration tab.

This section covers the following tasks:
* Reviewing the Status of Configured Storage Collector Agents
* Reviewing Agent Alarms
e Editing Configured Agents
e Deploying Storage Agents after an Upgrade

Reviewing the Status of Configured
Storage Collector Agents

The Storage Collector Agents view displays all Storage Collector agents, their status, and current alarms on that
agent.

If the Configured box is not checked, some aspect of the configuration is incorrect. The agent has not validated
successfully and is unable to collect data. To correct the configuration, see Editing Configured Agents.

Figure 5. Storage Collector Agents view

Storage Environment @ Monday, April 10, 2017 7:39:50 PM - Now &0 minutes w | [5] Repors

Your Trial License for Foglight for Storage Management will expire in 31 days. 6

Monitoring | Insights | Storage Capacity | Administration | Getting Started

Tasks:
Configure Agent for Storage Device Monitoring Update Disk Models
Change Alarm Sensitivity Review Instances and Limits
Configure Storage Administrator Email Addresses Configure Duplicate WWN Support

Enable Physical Host to Storage Dependency Processing

Storage Collector Agents

@ Add "}Reﬁesh | Activate Deactivate Start Data Collection Stop Data Collection Remove Agent Update Agent E
Edit  Agent Name ~ Foglight Agent Manager Host Configured  Active  Collection Enabled Aarms. Topology Performance B Ve Downicad Log
&  Brocade (] [~ @ 4/10/17 7:45 PM 4/10/17B:33FM| 445 | @ = E
@ |# | Compelent & & 4/10/17 8:33PM| 445 & -
@ & EMcar [7] @ @ [ | 445 | & o
7l | [ | Equallogic (7] (7] (7] 445 | @ =
0 & v & [+ (-] ] 245 | & o
| [ mdss4g-1 (-] (] @ 410/178:33PM 445 @ &
O & mdss148-2 (] (] @ 410/178:33FM | 345 | @ [
& luspan & ] (] [ | 4/10/178:03PM| 445 | @ =

Reviewing Agent Alarms

The Agent Alarms view shows the alarms that have been triggered, but not cleared for the Storage Collector
agents. Failure to fix a chronic problem may cause the agent to stop collecting data. Note the following:
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* A Storage Collector agent alarm typically indicates a collection failure, and provides the reason for the
failure.

¢ Atypical failure cause is that a password has been changed for a storage device, but the password in the
associated credential has not been changed, leading to an authentication failure.

« If you frequently get an alarm indicating a collection has timed-out, consider changing the agent schedule
to collect less frequently. The Status panel on the Edit Agent Properties dialog box displays the duration of
the last collection.

Storage Collector Agents

@ Add ‘} Refresh | Activate Deactivate Start Data Collection Stop Data Collection Remove Agent Update Agent =
Collecti PGSt | powniosd
Edit Agent Name & Foglight Agent Manager Host Configured Active I?nablé?:ln Narms Topology Performance  Version O\In_l(r)\goa
O
ol& Storage—array—: dsg7y7wd3x.prod.quest.corp & & (V] 2 n/a nfa 440 & ™
Agent Status with Alarms X

Status for Agent: Storage-array-

Type Start Time Submission Time Duration e
Topology n/a n/a nfa *
Performance n/a n/a n/a
| Last Credential Validation: n/a

@ Agent Version up-to-date:
Agent Alarms

Acknowledge Clear

qii

O Created Time M
[ A 11/8/16 6:34 PM [The performance statistics did not change between last two collections: Performance statistics collec

Agent Alarms

Acknowledge Clear
. O & 11/7/16 9:35 PM  [The performance statistics did not change between last two collections: Performance statistics collec

From this table you can select an alarm to view the alarm details.

To view alarm details or administer alarms:

1 Click on the required alarm.

Agent Alarms

Sey  Time Instance Name Message
6 8 nja Performar =nt Arrays CLI-Windows had a problem. The requested storag
(%] Validation I-Windows had a problem. An unidentified array error has oct
6 3f8/12 12:30 PM nfa Topology ¢ 4rrays CLI-Windows had a problem. The requested storage a
6 31212 12:08PM  |n/fa Performan =nt StSan-array-10.6. 148,60 had a problem. The requested s
6 3/12/12 11:57AM | nja Validation ay-10.6. 148.60 had a problem. An unidentified array error he
@ 31212 12:08PM | nja Topology € StSan-array-10.6. 148,60 had a problem. The requested storz
6 31212 10:24AM | njfa Performan =nt CLI-Unix had a problem. The requested storage array coll
6 31212 10:23AM | n/fa Topology ¢ CLI-Unix had a problem. The requested storage array collectic

The alarm message box opens.
2 After performing the required task, click Cancel.

The alarm message box closes.

Editing Configured Agents

The Edit Agent Properties dialog box provides the following functions for all configured agents:

¢ View collection times and status.
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* Assign/Edit credentials.
* Validate device connectivity.
The following functions are provided if relevant for a specific device type:
* Edit port or path properties.
* View the target devices being collected via a management host.
¢ Enable/disable the collection of specific arrays via a management host.
* Hitachi—enable/disable the use of the Tuning Manager.
* CLARIiON using CLI—discover arrays in new domains.

¢ Discover new arrays/switches in the environment using the Validate Connectivity function.

To edit Foglight for Storage Management Agent properties:
¢ Click the Edit icon to the left of the Agent Name to open the Edit Agent Properties view.

The Agent Properties Editor page opens.

From the Edit Properties dialog box, you can perform the following tasks:
= Reviewing Agent Status and Validating Connectivity
= Managing Credentials
= Managing Discovered Switches and Arrays
= Managing CLARIiON Domains and Arrays
= Managing the Hitachi Tuning Manager

Reviewing Agent Status and Validating
Connectivity

The Status tab displays the agent status and the properties status of the selected device.

Validating Connectivity

Use the Validate Connectivity button to verify that the agent can still connect to the device with changed
properties.

Use the Validate Connectivity button to discover new devices managed by existing management hosts. The agent
configured to collect from a management host will discover new managed devices, and add them to the
discovered targets for collection.

The Validate Connectivity button is visible at the bottom of the dialog box.
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Figure 6. Edit Agent Properties
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Properties Panel

The Properties view varies based upon the agent type.

Port Property

Agents that allowed port configuration in the wizard display the port.

Figure 7. Port Property

Properties

Resource IP:

Resource type: Array Manager-HP EVA

FglaM Host:

Port: 2989 Edit Port X
~

To change the port:

1 Click the port number to open the Edit Port dialog box.

Enter the new port value, or clear the field to reset it to the default.

2
3 Click Update.
4

Y

5589

Note: the agent update
will finish when you dick
"Validate Connectivity™.

Click Validate Connectivity before you close the Edit Agent Properties dialog box.

Path Property

CLARIiON monitoring using CLI displays a path property.
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Figure 8. Path Property

Properties

Resource IP:
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FglaM Host:
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i
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To change the path:

|.."0pt."Navisphere;"hin

Note: the agent update will finish when you
dick "validate Connectivity™

1 Click on the path to open Edit Path dialog box.

2 Enter the new path value, or clear the field to reset it to the default.

3 Click Update.

4 Click Validate Connectivity before you close the Edit Agent Properties dialog box.

Status of Arrays

This view displays as part of the Status tab only when collecting arrays. The upper Status for Agent panel
displays the success/failure in connecting to the array management host.

Each row in this panel displays whether the array is configured for collection, and the status of the last collection
attempt to that array. Clicking on the status icon displays the popup that provides error information, if the status

was not successful.

Figure 9. Credential Validation Status

Status of Arrays (collected via Mgmt Host)
Name Ip Callect Perf Topo
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Credential Validation Status / x
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Status: (%]
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Error: This model of Hitachi Storage Array is not
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z = induded in collection - please contact
flalicials Copnetiiuisy support for more information,

Managing Credentials

This tab displays the credentials for the selected agent.
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Figure 10. Managing Credentials
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From this tab you can create or select credentials. For procedures, see Assigning Credentials. You can also edit
the password for a credential.

To delete an obsolete credential, remove obsolete mappings, or to manage lockboxes, use the Credentials
dashboard. To access this dashboard, on the navigation panel, under Dashboards, click Administration >
Credentials. For help with the dashboard, see the online help.

Editing existing credentials

To edit the password:
1 In the row contain the target credential, click the Edit icon.

| Update Credential Properties x

The 'Liser Name and

assword oredential requires a user name and a p

tadminl

sesanan

| _Mew Credential - Create and Assign | | Existng Credey

2 Modify the credentials as required.
3 Click Save.

4 From the Credentials tab, click Validate Connectivity to ensure that the storage device can be accessed
with the changed credentials.
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If the test is unsuccessful, an error is reported.

For more information, click the word Error. The Errors Were Found window opens with a description of the
errors.

Removing a resource mapping from the Credentials
dashboard

When a credential is used for multiple storage devices, you can remove storage devices from the credential when
it is no longer valid.
To remove a resource mapping credential:

1 On the navigation panel, under Dashboards, click Administration > Credentials.

The Credentials view displays.
2 Click Manage Credentials.
3 In the Resource Mappings column, click the storage device you want to remove.
T Adminisvation > Cradanssls ) Manage Credentials & Thessday, Apri 5, 2012 821 AM -

&4 Manage Credentials

A credential is the information that gains access to system resources, Credentials are stored in lockbowes. Use this page to configure credentials to enable access to selecte
workflow supports a set of commonly used oedentiale. Map each credential to one or more resources, choosing the parameters and patteming criteria that best it your m
credential to a target port number or host address using string, regular expression, or IP address matching. The validity of a credential is determined by its poldes. A crede
seyeral polices,

@"“jd E‘I Reorder @Qu!ﬁr‘ Credential | ODeELe

Edit Lodkbow < Name Alarms Vald Until Fé: Tipe 5 Remu«:i \-1&-.00u‘gs

M & 1] System k;.l Ciseo Credential 400 User Mame and Password I Usage equals ‘Storage and SAN Monitorin
[ & E)system R CLARSON-SMI{ Resource Mapping Detads Lm
Z |16 system [i Filer letApp | Usage equals Storage and SAN Monitoring' AND Storage Collection Target matches / { Lials ‘Storage and SAN Monitorin
(& 1 system [ Fier-NetApp Crede... 100 User Name and Password 1 Usage equals 'Storage and SAN Monitorin,.
s_/'l' f| System L;J HDS Wrning Manag... 1,000 Domain, User Name, andPas... 1 Usage equals 'Storage and SAN Monitorin..
FE & 3 system LTI_-_ Hitachi Credental 900 User Mame and Password 1 Usage equals 'Storage and SAN Manitorin..

The Update Resource Mapping of Credential page opens.
4 Click the Remove icon for the required resource.
5 When prompted for confirmation, click Confirm. The mapping credential is deleted.
6 Click Save.

The credential is removed from the Manage Credentials view.

Managing Discovered Switches and Arrays

The Discovered Targets tab shows the storage devices that are collected through a management resource. The
following tabs are provided:

* Brocade Discovered Targets Tab.

* Arrays Discovered Targets Tab.

Brocade Discovered Targets Tab

For Brocade switches, this view displays all FC switch names and IP addresses that are being monitored by this
agent through the management host.
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Figure 11. Discovered Targets tab

Edit Agent Properties x

Status | Credentials | Discovered Targets

@ocade Fibre Switches collected from )

FC Switch Name i
brocade3500_7 f \ -

brocade3300_5
brocade5100_4
brocade3300_6
eva-brod-2

brocade3300_3
Brocade5100_1
eva-brod-1

brocade3300_2

Validate Connectivity

Arrays Discovered Targets Tab

From this page, you can change which arrays should or should not be collected through the management host.

Figure 12. Arrays Discovered Targets tab

Edit Agent Properties x

Status | Credentizls | Discovered Targets | Tuming Manager Settings

Collect Storage Array Name
of AMS2100@
Validate Connectivity

The following procedures allow you to disable/enable arrays from being monitored.

Disable/Enable Array Targets

1 Click the storage array name so the corresponding icon is checked or cleared, and click Save.
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Edit Agent Properties

Status | Credentials | Discovered Targets

Colast rage Array MName
.

APMO0D064702270

@ Click icon to toggle301407

The Saving message box displays error messages.

2 Click OK.
The properties are saved.

Managing CLARIiiON Domains and Arrays

The Array Details tab allows you to discover arrays in additional domains, and rediscover new arrays added to
existing domains. For more information, see EMC CLARIiiON CX Series Arrays (CLI).

Figure 13. Array Details

Edit Agent Properties
Status | Credentials | Discovered Tardets || Array Details

‘}Refresh | [ Edit Port @Assign MNew Credential %Assign Existing Credential B validate Connectivity

Status Array Name SPA IP Address SPE IP Address Port # Creds Domain
43 |1

® & APM0DS4702270

Click this button to find more arrays in the selected domain, or to discover arrays in a new domain:

Discover Mare Arrays

Validate Connectivity

Managing the Hitachi Tuning Manager

The HDS Tuning Manager Settings tab allows you to enable or disable collection from the Hitachi Tuning Manager
(on Windows). For information about Hitachi Tuning Manager requirements and metrics, see Hitachi Data Systems

AMS, USP, and VSP.
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Figure 14. HDS Tuning Manager Settings

Edit Agent Properties X

Status | Credentials | Discovered Targets | HDS Tuning Manager Settings

The metrics that can be collected from standard HiCommand Device Manager are limited. Foglight for Storage
Management provides an option to interface to the Hitachi Tuning Manager (on Windows) for additional metrics,
Tuning Manager is an additional package, licensed separately within Command Suite 7.0 or higher.

HDS Tuning Manager can either be run on the same host as the array or array manager, or on a different system,
Ifitis on a different system, then the address of that system must to be provided. Otherwise itis assumed to be
running on the same host as the array or array manager.

HDS Tuning Manager status: Not Using HDS Tuning Manager

HDS Tuning Manager Path HDS Tuning Manager IP Address

Edit Settings for HDS Tuning Manager

e o—

From this tab you can edit settings for the HDS Tuning Manager.

To enable the Tuning Manager:
1 Click Edit Settings for HDS Tuning Manager.
The Edit Tuning Manager Settings dialog box opens.

2 Select the Use HDS Tuning Manager check box. Provide a path if the HDS Tuning Manager is not
installed at the default location. (This example shows a non-default path).

Edit HDS Tuning Manager Settings s

The metrics that can be collected from standard HiCommand Device Manager are limited. Foglight for Storage
Management provides an option to interface to the Hitachi Tuning Manager (on Windows) for additional metrics,

Tuning Manager is an additional package, licensed separately within Command Suite 7.0 or higher.

HDS Tuning Manager can either be run on the same host as the array or array manager, or on a different system, I it
is on a different system, then the address of that system must to be provided. Otherwise it is assumed to be running on
the same host as the array or array manager.

7] Use HDS Tuning Manager
g Manag

Path: Enter the HOS Tuning Manager paths (ssparated by %), if the Tuning Manager is not installed at
the defauit location
D:\Program Files\HDS HiCommand TuningManager\

IP Address:  Enter the IP address of the system on which HDS Tuning is installed. If left biank, then the IP
address of the array or array manager is assumed.

Create/assign a credential for a user account on the server hosting HDS Tuning Manager that is configured to run
Tuning Manager.
Assign the storage resource to a credential.

[ Mew Credential - Create and Assign | | Existing Credential - Select and Assign

Lockbox / Credential = Click To Edit Credential Password  Click To Release Lockbox To Client  Unassign

3 Create a new credential or assign an existing credential to access the Tuning Manager. For help on this
task, see Assigning Credentials.

4 Click Save.
The Updating and Validating Connectivity message box opens.

5 If the validation completes with no errors, click OK, then click Cancel to exit this dialog box.
If the validation encounters an error, click the Error label to display the error. Fix the problem, then click
Save to try and validate again.

To disable the Tuning Manager:

1 Click Edit Settings for HDS Tuning Manager.

The Edit HDS Tuning Manager Settings dialog box opens.
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Clear the Use HDS Tuning Manager check box.
Click Save.

a A O N

Click Cancel to exit this dialog box.

In the Updating and Validating Connectivity message box, click OK.

Deploying Storage Agents after an

Upgrade

After the StorageCollector cartridge is updated, (using the Installed Cartridge dashboard), it needs to be deployed
to the Agent Manager(s) that have agents of this type. Deployment should be done from the Storage Environment

Administration dashboard.

Using the Update Agent function on the Storage Environment Administration tab will ensure that updates to the
StorageCollector agent remain in synch with updates to the embedded database.

After the upgrade completes successfully, the Storage Collector Agents view may show that the agents are not
active. This is a temporary state, while the agents are being upgraded with the new code.

Storage Environment

Monitoring | FAQts || Reports | Storage Capacity | Administration || Getting Started
Tasks:

Configure Agent for Storage Device Monitoring

o Change Alarm Sensitivity

{;Zj" Configure Storage Administrator Email Addresses
Enable Physical Host to Storage Dependency Processing

Storage Collector Agents

Your Trial i

Update Disk Models
Review Instances an
Configure Duplicate |

&) Add “Z Refresh I Q) Activate (1) Deactivate [ Start Data Collection [ Stop Data Collection &) Remove Agent “ Update Agent

O Edit Agent Name « Foglight Agent Manager Host Configured  Active
[ [&# | AMS-USP delta-fms-vm4.vfs.ste.us.qsft @ e
[0 [# | Brocade delta-fms-vm4.vfs.stc.us.qsft (7] &

AL UCLULEAR AT T D U e S O _ _—

Collection Enabled Alarms Topology
@ n/a n

() n/a 11/9/16 3:55 F

_— =re
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Using Foglight for Storage
Management

This section tells you how to verify that Foglight for Storage Management is capturing storage collection data for all
the devices you are interested in monitoring.

This section covers the following topics:
» Verifying StorageCollector/Generic SMIS Storage Agents are Collecting Storage Data
¢ Understanding Metric Data in Charts and Tables
* Modifying and Extending Data Collection
¢ Next Steps

Verifying StorageCollector/Generic
SMIS Storage Agents are Collecting
Storage Data

To begin, review the Foglight for Storage Management dashboards to verify you are monitoring the devices you
want to monitor. You need the IP address of the Foglight for Storage Management Management Server and your
user credentials from the person who installed and configured Foglight for Storage Management.

NOTE: This procedure is intended for Foglight for Storage Management users with the roles of Storage
Administrator, VMware Administrator, and Hyper-V Administrator.

To log in and confirm the list of monitored devices:
1 Open a supported browser. For a list of supported browsers, see the System Requirements Guide.
2 In the navigation bar, type the IP address followed by the port number 8080. For example:
http://<Foglight for Storage Management Management Server IP Address>:8080
3 Log in to Foglight for Storage Management using your user credentials.
4 On the navigation panel, expand Dashboards.

These menu items are of particular interest for monitoring storage performance: Storage & SAN, VMware,
Hyper-V, and Infrastructure.

5 Expand Storage & SAN.
The following menu items are available:
= Storage Capacity — Monitor your storage capacity by device type.
= Storage Environment — Monitor storage devices in your storage environment.

= Storage Explorer — Find and examine any storage device in your storage environment.
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Click Storage Environment.

Ensure the Monitoring tab is selected.

Click the top half of each active tile and review the list of devices in the quick view.

_ o m—

I Expert View ~

Your Trial

Monitoring | Insights | Storage Capacity | Administration | Custom Rules | Getting Started

+ Bookmarks
a 5 cmm i am 4
-
Fabrics Storage Aays Filers
ol |8 ¢ 4 © ¢ & @ [:]
: 2l 2 Ll 2
Quick-View
4 Fabrics Fabrics Summary (All Fabrics) 5 Explore
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N “E E
] - o~ -
@ 2226 2236 2246 22 22:65 2305 2315
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W | 100000051ESE7EDC 0.0 errorss| 0.0 errorsfs| ||| W | 100000051E835284 0.0 emors/f... 0.0 emorsif.
FC Switches
6 Highest Data Rate Highest non-Link Error Rate
§
¢
2 m  brocade5100_1 0.0 erors/s 0.0 ermorsfs 5 72.0 ermors
[} Alarm Summary
€

Sev Time Type Instance Name Message k=

If you do not see a storage device that you think should be monitored, review the list of configured Storage
Collector agents.

f On the Storage Environment dashboard, click the Administration tab.

;i | TIP: If you do not see the Administration tab, ask your Foglight for Storage Management
Administrator to add the role Storage Administrator to your user account.

g Inthe Storage Agents > StorageCollector Agents list, look for the Storage Collector agent that
monitors the missing device or device type. When an agent monitors a device type, click the Edit
icon to view a list of named devices in the Edit Agent Properties dialog box.

Storage Agents
StorageCollector Agents | Generic SMIS Storage Agents

© add Do Refresh \ () Activate (D) Deactivate B Start Data Collection M Stop Data Gollection @) Remove Agent i Update Agent

Edit AgentNames Fogight Agent Manager Host  Configured Active Collection Enabled  Alarms Topology Performance 2SN e Log
¥ [# Brocade delta-fms-vmd.vis.sto.us.gsft @ (7] (7] 12/18/176:53PM  12/18/179:23PM 455 & ]
[ | Compellent deftz-fms- te.us.gsft @ [7] (] 1 : : 455 & -]
& | EMC-CL deltz-fms- te.us.gqsft @ [~] [~] | | 255 G 1
[#  Equallogic50 | delta-fms- te.us.gsft @ [~] (V] 255 G d
& Eva delta-fms- tr.us.gsft ] & & [ ] 455 | & "]
[ | mdsa1ds-1 delta-fms- tr.us.gsft @ [7] (7] ! : 455 G ]
F  mdsaree2 delta-fms-vm4.vis. ste.us.gsft @ 9 9 ISP 1187 922FN 455 @ i
Or

In the Storage Agents > Generic SMIS Storage Agents list, look for the SMIS Storage agent that
monitors the missing device or device type. When an agent monitors a device type, click the Edit
icon to view a list of named devices in the Edit Agent Properties dialog box.

Storage Agents

StorageCollector Agents | Generic SMIS Storage Agents

© add D Refresh Activate () Deactivate [ Start Data Collection B Stop Data Collection Remove Agent “J Update Agent
Edt  AgentiMames  Foglight Agent Mansger Host  Active  Collection Ensbled  Alarms Tapolooy Performance AGEIVEEEN 1 load Lo
# Evn delta-fms-vm?2 @ (=] 12/19/17 12:10 AM 1219017 12:25 M 110 | & a

h If a StorageCollector agent or Generic SMIS Storage agent does not exist for a device, or if the
agent exists but it is disabled or its data collection is turned off, contact your Foglight for Storage
Management Administrator. For instructions about agent tasks, see the Foglight for Storage
Management Installation Guide.
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10 Go to the dashboard for the storage device or switch and ensure that both performance and topology
information have been submitted recently.

Collecting Storage Data for Virtualized Devices
and Servers

To collect storage data for virtualized devices and servers:

1 On the navigation panel, expand the dashboard menu for your virtualization software. For example, either
VMware or Hyper-V.

TIP: If you do not see the VMware or Hyper-V menu, ask your Foglight for Storage Management
Administrator to add the appropriate administrator role to your user account.

2 To verify the virtualization agents:

a

C

Click the Hyper-V or VMware Explorer.

The Explorer opens a Virtual Infrastructure Topology tree—displayed in the navigation panel below
the list of Dashboards—that contains branches for each monitored vCenter or Hyper-V server. For
detailed information about the dashboards available through this tool, see the Managing Virtualized
Environments User and Reference Guide.

v Dashboards T

Administration
Alarms
Development Tools
Hosts
Hyper-y
Hyper-V Agent Administration
= Hyper-V Explorer
Infrastructure
Log Monitor
Management Server
Reports
Services
Storage & SAN
VMware
WMware Agent Administration
= |iMware Explorer]
Configuration

 Virtual Infrastructure

Topology | Hierarchy

@ 10.6.151.5
& 10.6.151.28
@ w1525

@ 1.6.148.111

000

If the Virtual Infrastructure Topology list is empty, your Foglight for Storage Management
Administrator needs to create a Performance agent to monitor at least one vCenter or Hyper-V
server. For instructions, see the Foglight for Storage Management Installation Guide.

If the list is not empty, expand the tree and select a virtualization host or server.
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e \Verify that you can see the storage-side of the virtual infrastructure, identified by the icons that are
circled in the following diagram. If these elements are missing, the Performance agent monitoring
this host is not collecting the data necessary to make connections to storage and SAN data. To
enable storage data collection, see Collecting Virtual Storage-to-SAN Relationships.
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After you finish with Performance agents, review monitored hosts.

On the navigation panel, click Infrastructure.

a In the Select a Service box, select All Hosts.

The tiles organize physical hosts by their operating system.

b Click the Inferred tile.

The Inferred tile lists physical hosts that Foglight for Storage Management has inferred based on an
analysis of the switch, array, and filer ports it is monitoring (a process called dependency
processing). When physical hosts are connected to storage devices, you can drill down on a host
and view connections in SAN Topology tabs.
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¢ If the Inferred tile does not show any inferred hosts, you may want to enable dependency
processing to begin collecting the names of inferred hosts. For more information, see Inferring
Physical-Host-to-Storage Relationships.

You have finished verifying that agents are collecting data.

Understanding Metric Data in Charts
and Tables

In the Storage & SAN dashboards, charts and tables display metric data. Data is collected by Storage Collector
agents, aggregated into collections, and the collections are published to the SAN & Storage dashboards at regular
intervals. For more information about storage collection schedules and the type of data collected, see Modifying
Data Collection Schedules.

The data displayed in charts and tables represents data for one or more intervals in the selected time range as
follows:

* Current. The value collected in the last interval in the selected time range. In charts, the last plotted value
is the current value.

* Period. Aggregated values for the entire selected time range. Period values are often used to provide
context for current values.

* Historical. Individual values for each collection interval in the selected time period. Historical values are
often presented as datapoints in a plot chart or as sparklines to show how metrics changed over the time
period.

¢ Latest. Values in the latest collection interval available, irrespective of the selected time range. If data
collection is enabled, this value reflects the latest collection. If data collection is disabled, this value
represents the last collection made by the agent. Although latest values are tracked, the SAN & Storage
dashboards do not display these values.

For indepth information about metrics, see http://communities.quest.com/docs/DOC-12862.
Values are not available (n/a) under the following circumstances:

¢ The device vendor does not provide the necessary metric. In this case, the text n/p by vendor appears after
the metric name in column headings.

e Adevice is offline (reported in the State field).
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* Adevice is not actively being used, such as when a disk is configured as a spare (reported in the Used or
Role fields).

¢ For the Latency metric (which is a partially computed metric), when the operations/second value is very
low, the latency metric may not be submitted during a collection interval.

e If all other situations do not apply, then it is likely that data collection failed for some reason. If the current
value is unavailable for a time range that occurs in the past, you can try changing the selected time range
to end before or after the problem interval.

Modifying and Extending Data
Collection

You can modify and extend data collection in the following ways. You may want to make these changes now, or
adjust the settings in the future if you find a need.

Table 13. Data collection options

Options Instructions

If not already enabled during installation, collect data Collecting Virtual Storage-to-SAN Relationships
about virtualization device-to-SAN relationships and

display this information in SAN topology diagrams.

Requires a VMware or Hyper-V Performance agent.

Infer connections from physical hosts to storage and show Inferring Physical-Host-to-Storage Relationships
the connections in topology diagrams.

Change the default collection interval. Modifying Data Collection Schedules

Modify when rules trigger alarms (change threshold Managing Foglight for Storage Management Rules
values) and add a list of email addresses to notify when
alarms occur.

Next Steps

Your next steps depend on whether you want to monitor your storage environment to identify problems or whether
you need to respond to the report of a problem in the virtual infrastructure.

Monitoring Your Storage Environment

The following workflow suggests one approach to monitoring your storage environment and investigating issues.
You may prefer a different approach, depending on your monitoring needs.

1 Performance Monitoring — Start by assessing alarms on all storage devices. See Monitoring Storage
Performance.

2 Capacity Monitoring — After you acknowledge and/or resolve device-level alarms, you may want to
investigate individual storage devices and their components. See Investigating Storage Devices.

3 Connectivity and I/O Performance Monitoring — You can identify performance or connectivity problems
that occur during I/O requests by viewing diagrams that place storage components within the context of the
virtualization environment, from VMs and hosts to storage devices. See Assessing Connectivity and I/O
Performance.
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Responding to Problem Reports

Storage Administrators need to respond to reports about problems in the storage environment.

*  When you receive reports from colleagues about poorly-performing VMware virtual machines, use the
Storage Troubleshooting analysis tool to determine whether resources in the SAN are contributing to the
problem. For instructions, see Troubleshooting Storage Performance.

e When you receive emails from Foglight for Storage Management about a storage device or component that
has entered a problem state, click the link in the email to navigate to the dashboard that provides details
about the alarm. To learn how to set up email notifications, see Configuring Email Notifications for Alarms.
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2

Monitoring Storage Performance

This section introduces the Storage Environment dashboard and guides you through monitoring your storage
environment by assessing device status and alarms. The next sections provide alternative approaches to
assessing your storage environment through the use of questions or by assessing the connectivity and port
performance within the context of your virtual infrastructure. The last section introduces reports.

This section covers the following topics:
¢ Introducing the Storage Environment Dashboard
* Monitoring Your Storage Environment
* Asking Questions About the Monitored Storage Environment
* Assessing Connectivity and I/O Performance
* Monitoring Storage Capacity
* Creating Storage Reports

Introducing the Storage Environment
Dashboard

The starting point for monitoring storage performance is the Storage Environment dashboard. The Storage
Environment dashboard contains the following tabs:

* Monitoring Tab — Monitor your overall storage environment by device type. For more information, see
Summary and Resource Information for each Collected Target:.

* Insights Tab — Break down to three views, Analytics, Live Troubleshooter, and Reports, to:

= Retrieve important data about your monitored storage environment. For more information, see
Asking Questions About the Monitored Storage Environment on page 73.

= Investigate a potential storage performance issue. For more information, see Starting a
Troubleshooting Investigation on page 141.

= Use templates to create reports on your storage environment. For more information, see Creating
Storage Reports on page 87.

* Storage Capacity tab — Monitor your storage capacity by device type. For more information, see
Monitoring Storage Capacity.

If your Foglight for Storage Management user account includes the Storage Administrator role, the Storage
Environment dashboard also displays these tabs:

¢ Administration Tab — Manage configured agents, credentials, and modify data collection settings.

¢ Getting Started Tab — Purchase a product license.

To open the Storage Environment dashboard:

* On the navigation panel, under Dashboards, click Storage & SAN > Storage Environment.
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The first time you open this dashboard, the Monitoring tab is displayed, showing the overall status of your
monitored storage environment.

Monitoring || Insights | Storage Capacity | Administration | Custom Rules | Getting Started
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Table 14. The Monitoring tab contains the following screen elements:

Screen Element

Description

Time Range

Tiles

Quick View

Device List

Device Summary

FAQts

Alarm Summary

Controls the period of time represented in the dashboard. The default is the last four hours.
For more information, see “Time Range” in the online help.

Summarizes how many of each type of device—Fabrics, Storage Arrays, and Filers—are
being monitored, and breaks down the total number by alarm severity (from left to right:
Fatal, Critical, Warning, and Normal). Tiles control the Quick View area as follows:

Click the top half of a tile to open the device type’s quick view with the Summary
view displayed.

Click a status icon in one of the tiles to open the device type’s quick view containing
only devices with that status.

Contains four areas: Device List, Device Summary, FAQts, and Alarm Summary.
Displays the list of storage devices that match the selected tile.

Click Summary to display the top storage devices in terms of key performance or
capacity metrics.

Click a device name to display metrics for that device only.
Displays performance and capacity metrics for the device selected in the Device List.

Offers common searches in the form of questions. Scroll through questions, and click Show
Me to see the answer to the currently displayed question. For more information, see Asking
Questions About the Monitored Storage Environment.

Displays a list of alarms for the device selected in the Device List. For more information, see
Understanding Status, Alarms, and Rules in Foglight for Storage Management.

Summary and Resource Information for each Collected Target:

1
Explore.

Open the navigation panel, under Dashboards, select a target type. Then, select a target and click
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Summary and Resource Information

Product Name t - Missing or Removed Disks
Vendor Disks with No Information
Model

Device ID

IP Addresses and 15 others

Total Disk Capacity

2 In this view, you will see the following items:
= Product Name: Shows the target type name
= Vendor: Shows vendor name
= Model: Shows the model of the target
= DevicelD: Shows the name of the target
= [P Address: Shows the IP addresses of the target
= Total Disk Capacity: Shows the total disk capacity of the target
= Missing or Removed Disks: Shows the missing or Removed Disks, if any

= Disks with no Information: Shows the disks reported as No Information, if any

Monitoring Your Storage Environment

When you begin monitoring your storage environment, a good way to start is by identifying poorly-performing
devices and resolving the issues that are contributing to the problems. In Foglight for Storage Management, all
storage devices and their child components are assigned a status, which enables you to see at glance which
elements in your storage infrastructure need attention. Any device that enters a non-Normal status triggers an
alarm. For more information, see Understanding Status, Alarms, and Rules in Foglight for Storage Management.

The procedures in this section show you how to use the Monitoring tab in the Storage Environment dashboard to
assess alarms and drill down to the components used by storage devices, such as the LUNs and NASVolumes
that supply the physical storage for datastores.

This section describes the following topics:
* Understanding Status, Alarms, and Rules in Foglight for Storage Management
* Reviewing the Status of All Devices
* Assessing Storage Alarms
e Monitoring Fabrics
¢ Monitoring Storage Arrays

* Monitoring Filers

Understanding Status, Alarms, and Rules in
Foglight for Storage Management

In Foglight for Storage Management, all storage devices and their child components are assigned a status, which
enables you to see at a glance which entities in your storage infrastructure need attention. Status and alarms are
controlled by rules that can be based on data, time, schedules, or events. The rule conditions define which values
reflect acceptable behavior (Normal status) and which values warrant an alarm (Warning, Critical, or Fatal status).
As the value associated with a monitored entity passes a condition threshold, Foglight for Storage Management
generates an alarm and changes the entity’s status accordingly.
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NOTE: When a component is selected, its detail views display the component’s Status followed by its State.
Status is determined by Foglight for Storage Management as describe above. State refers to the physical
state of a component as reported by the vendor; if the vendor does not provide the physical state, the state is
unknown. A component’s physical state may affect its status only when an enabled rule triggers alarms
based on state. Consult with your Foglight Administrator if you want to enable or create rules that perform
this check.

A storage device often has large numbers (thousands) of child components. With a few exceptions, alarms on
child components do not change the status of the parent device. For example, a failed disk may have a Fatal
status, but because arrays are designed to cope with a failed disk, the parent device continues to display a Normal
status. The parent device status may be changed by child components in the following circumstances:

e Controller problems typically affect the performance of the storage array or filer, so the parent device
inherits the alarm status of the controller. Pool alarms reflect capacity issues and performance problems
that can affect many users of the storage array or filer, so the parent device inherits the alarm status of the
pool or aggregate.

*  When a significant percentage of child components have problems (for example, many disks are failing),
the problems may be indicative of a systemic problem. In this case, the parent device status changes when
the number of affected child components reaches a threshold defined in rules.

For information about changing default rules and alarm settings, see Managing Foglight for Storage Management
Rules.

Reviewing the Status of All Devices

Use the Monitoring tab in the Storage Environment dashboard to gain a high-level understanding of the status of
the devices in your environment, organized by device type. For a general description of the dashboard, see
Introducing the Storage Environment Dashboard.
To monitor the storage environment:
1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Environment.
2 Click the Monitoring tab.
The time range and selected tile are the same as the last time the dashboard was opened.
Optional—Change the Time Range. For an initial review, use the default time range.

3 Scan the lower part of the tiles.

= « N - m.
- ___ = S «mm 8 « mm 4
Fabrics Storage Arrays Filers
[ & | & @ @ )
i 7 1 3/

4 If any of the tiles show that there are devices with the 6 Fatal, @ Critical, or .L. Warning status, do one
of the following:

= Toview all levels of alarms, click the top part of a tile that has the highest number of devices with the
most severe errors. Go to the next section, Assessing Storage Alarms.

= To view alarms at one severity level only, such as all Critical alarms, click the Critical status count.
Go to the next section, Assessing Storage Alarms.

5 If all tiles report that devices are in the Normal status, it means that the devices are operating within
acceptable parameters. The next step is to review the devices to see if any of their child components show
an alarm status. See one of the following topics:

= Monitoring Fabrics

= Monitoring Storage Arrays
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= Monitoring Filers

Assessing Storage Alarms

When a storage device or component enters an unacceptable state (as defined in a rule), the rule that monitors the
entity triggers an alarm and sets the status of the resource. Examine the alarm messages starting with the most
severe alarms.

This walkthrough assumes that you are looking at alarms of all severity levels in an Alarm Summary view. In many
places in the software you can restrict your assessment to resources with the same alarm severity. This can be
useful when you want to prioritize your alarm assessment, such as focusing on all storage arrays with Critical
alarms first, and then on the Warning alarms.

To assess alarms:

1

2

In the Alarm Summary view, review the alarm messages to understand the issues. If the list contains
multiple levels of alarm severity, start with the highest severity alarm.

Alarm Summary

Instance Mame Message =z
3040841 is 0,00 %. This is lower than the fatal thre «

100.83040841 Array low unallocated disk capadity, Unalocated capadty on AMS2100

00064702270  Array low unallocated disk capacity. Unallocated capacity on APMO00&4702270 is 6.67 %e. This is lower than the critical thre
HVA£400-1 Array low unallocated disk capadty. Unallocated capadty on EVA4400-1is 5.56

APMOO0E4702270  Array low unallocated pool capadity. Unallocated capacity on APMO0DE470

;i | TIP: If you see alarms on devices or components that you think are operating within acceptable
parameters, consider creating new rules to better suit your environment. For more information, see
Managing Foglight for Storage Management Rules.

If you need more details to understand the issue, click the alarm message.

An Alarm window displays more information about the alarm and troubleshooting tips.

; | TIP: To bypass the Alarm window and go straight to the Choose Diagnostic Focus Time window
(described in the next step), click an instance name instead of the message.
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Alarm
ange Saturday, August 11, 2012 5:17PM-3:17PM 4hours

Storage Array Summary (APMOO064T02270)

/1 Controller is over busy threshold

Summary History MHotes =ource
Confrollers ’ s
] 2 o g 2 Alarm Summary
Pareat Object Details
FC Ports @ e 13/12 8:17 FM
LL 4 4 ;..y er busy threshold
. PMD006470 2270 - average busy of 73.00
APMO utes is greater than the waming
IP Parts i
-

Controber % Busy History

Controller : Choose Diagnostic Focus Time
troks >
ge Saturday, August 11, 2012 5:17
@ Device: APMO

& APMODDE4T0] | Extph t Storage Alarm time

Troubleshooting

Background Suggestions

| D-gnog:

3 From the Troubleshooting pane, click the Diagnose button.
4 Choose the time period to use as your diagnostic time range:

= Explore at Storage Alarm time. Select this option when you want to view diagrams and other
details of the affected component at the time the alarm occurred. Shows data for the time period
leading up to and including the alarm time. For example, given an alarm time of 10:32 AM and the
default four hour time range, the diagnostic time range is set to 6:32 AM — 10:32 AM.

= Explore at Default Diagnostic time. Select this option when you want to determine if the situation
causing the alarm persisted or if it resolved on its own. Shows data before and after the alarm, with
the alarm time positioned three quarters of the way into the time range. For example, given an
alarm time of 10:32 AM and the default four hour time range, the diagnostic time range is set to
three hours before the alarm and one hour after the alarm, that is, 7:32 AM — 11:32 AM. If the
current time falls within the range, for example, it is currently 11:05 AM, the time range is set to
7:32 AM — 11:05 AM.

A component dashboard opens with its time range set to the selected diagnostic time range.

5 Review the component dashboard to better understand the data that led to the alarm. If you navigate to
other dashboards, the diagnostic time range remains the same.

6 When you complete your investigation, in the breadcrumbs, click Storage Environment to return to the
Choose Diagnostic Focus Time window. If desired, choose the other diagnostic time range.

7 When you are finished, close the Choose Diagnostic Focus Time window, and in the Alarm window click
one of the following options:

= Acknowledge. Continues to display the alarm, but it is marked as acknowledged until the alarm is
triggered again. For example, for Warnings, an appropriate action may be to acknowledge the alarm
and ignore it.

= Acknowledge Until Normal. Continues to display the alarm, but it is marked as acknowledged until
the affected component returns to the Normal status. This is useful when a component has failed
and you want to know when it is replaced.

= Clear. Deletes the alarm. Choose this option when the situation is resolved.
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8 Close the Alarm window.

i | TIP: When you close the window, the time range returns to the time range in use before your alarm

analysis. If it does not, in the Time Range either click the Frozen Time Range [ icon to return to
real time or click the arrow to expand the zonar and set the range. For more information, see
“Working in a Current or a Diagnostic Time Range” in the online help.

9 Take action to resolve the issue in your storage infrastructure, either by yourself or by notifying the
appropriate person.

Monitoring Fabrics

Foglight for Storage Management provides insight into both physical and virtual fabrics available with Brocade and
Cisco Fibre Channel (FC) switches. A physical fabric is a group of interconnected FC switches. The definition of a
virtual fabric differs depending on the vendor:

* Brocade switches enable customers to group ports on physical switches into logical switches. Logical
switches and physical switches can then be interconnected into virtual fabrics. Brocade creates logical ISL
ports to interconnect logical switches. No metrics are available for LISL ports.

* Cisco switches enable customers to create virtual storage area networks (VSANSs) partitioned from a
physical fabric. A VSAN is a logical group of ports, where the ports are located on one or more of the
interconnected FC switches that form the physical fabric.

Fabrics are displayed in the Fabrics quick view of the Storage Environment dashboard. When you expand a fabric
branch to view its components, the list of components varies depending on the type of fabric as follows:

Quick-View

=, Fabrics

4 Summary -
4 10000005 IE0FSEEA = Brocade virtual fabric
4 100000051E835284
4 100000051EB35285 . . . . = =
. / =3 List of physical and logical switches in the fabric
&= brocade3500_6 (Same icon)

= brocade5100_4

~y Fabric_mds9148-2
= AMS2100

5 EsX =4 List of physical switches in the fabric

= mds9

o s = List of VSANs within the fabric

= nexus5010-1

= s «—— (4 Cisco fabric with VSANs

= Production

This walkthrough introduces the quick views for fabrics and their components.

To monitor fabrics, switches, and VSANs:
1 On the Storage Environment dashboard, ensure the Monitoring tab is selected.

2 Click the Fabrics tile to open the Fabrics quick view.

3 | TIP: You can also open this quick view from the navigation panel. For more information, see
Introducing the Storage Explorer.

3 To identify the busiest fabrics in your environment, in the Fabrics list, click Summary.

The Fabrics Summary (All Fabrics) panel opens. The Fabrics view identifies the top three fabrics with the
highest average values for Data Rate, Link Error Rate, and Non-Link Error Rate, respectively. The FC
Switches view identifies the top three switches in terms of the same metrics. The charts plot the metric
values over the time period, while the tables show the average and current values for each component.
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Fabrics Summary (All Fabrics) View In Explorer

Fabrics
Highest Data Rate Highest Link Error Rate Highest non-Link Error Rate
- Eim 200000
A A i 3
o] A . A ! a
140 = / A / ) 400000 =
w / / — o
= =~ 1, 3
1145 1230 1316 1400 1445 1530 11451230 1316 1400 1445 1530 1461230 13005 1400 1445 15:30
Fabric Rate + Current Fabric Errors = Current Fabric Errors = Current
B Fabric_mds9143-2 254.4GBs  257.4GBfs There Is No Data To Display W 100000051E0FSBBA | 232,919.3 ... nfa
B 100000051E0FSEBA 8.2CB/s nfa W 1000005065908BA3 25,088.7e... 52,568.0e..
B 1000006069908BA3 5.8 GB/s nfa
FC Switches
Highest Data Rate Highest Link Error Rate Highest non-Link Error Rate
360 1o
e E]
- flm= §
o
e e | 3
1145 1230 136 1400 1445 1530 11451230 1315 1400 1445 1530 1451230 1315 1400 1445 1530
Switch Rate = Current Switch Errors » Current Switch Errors » Current
B mds9148-2.vfs.stc.. | 241.3MBjs  242.4MBfs There Is No Data To Display W evabred-1 0.1errors/...| 0.0 errorsf..
B mds9148-1wvfs.stc..  193.1MBjs 196,94 MBfs W brocade3900_3 0.1lerrors/.. 0.0errorsf..
B brocade5100_1 8.2 MBfs 11.4MBfs B brocade3900_6 0.0 errors/... 0,0 errors/..

To investigate one of the top three fabrics or switches:

= To explore a top fabric, click its name in a table. See Exploring a Fabric.

= To explore a top switch, click its name in a table. See Exploring a Switch.

= To return to this quick view, in the breadcrumbs, click Storage Environment.
To monitor the performance of a fabric, in the Fabrics list, click a fabric name.

In the Fabric Summary (Selected Fabric), the Related Inventory view contains alarm summaries for the
selected fabric as well as its switches, ISL ports, N ports, and VSANs (Cisco fabrics only). The Resource
Utilization charts display the following metrics for ISL ports (left) and N ports (right) used by the fabric:

= Avg Utilization Distribution. For each type of port, displays aggregated values for Rcvd Utilization
and Xmit Utilization grouped by percentage of usage. Most of your port utilization should be in the
lower percentages. When there are ports performing at high utilization rates, you may want to
investigate port performance further.

= Data Rate. For each type of port, plots aggregated values for Data Receive Rate and Data Send
Rate over the time period and displays the Baseline.

= Error Rate. For each type of port, plots aggregated values for Link Error Rate and Non-Link Error
Rate over the time period.

Fabric Summary (Fabric_mds31458-2) View In Explorer
Related Inventory Resource Utilization
ISL Ports Avg Utilization Distribution N Ports Avg Utilization Distribution
Fabric_mds9148-2 & 4 e 12 o0
1 q q I
= o 0 0 1 . w
4 20
] ]
£C Switches s & © 0% % 0% R o 0% 0% 0% ok o
= 3 00 0 3 [ Feovd [l ¥mit [l Rowd [l ¥mit
ISL Ports Data Rate - N Ports Data Rate -
Trte0 Y1280
I5L Forts & 4 50 3@ 140 B
12 0 0 0 12 @
1145 1230 1315 1400 1445 1630 1646 1230 1396 1400 1446 15:30
— Bytes Revd + ¥mit [ Baseline — Bytes Revd + ¥mit [ Baseline
r\ﬁm - ) ‘"‘; ’3 ?3 ISL Ports Error Rate - N Ports Errer Rate -
i 1 T 1 o
£ g
o o
£ El z El
i @ @ @
£ - i
. [
“'SENS . o a0 45 1230 135 1400 445 1530 145 1230 1305 1400 1445 1530
g B
= L emorsisecond (emorsis)  — Link Emors emarsisecond (smorsés)  — Link Emors
emors frame (zrmors/frame)—— nan-Link Erors emors frame (zmors/frame)—— non-Link Erors

To continue investigating the selected fabric:
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= To explore details about the fabric, its switches, and its ports, click View in Explorer. See Exploring
a Fabric.

= To explore an FC switch in the selected fabric, in the Related Inventory view click FC Switches or
an alarm icon, and select a switch. See Exploring a Switch.

= Toinvestigate a port used in the selected fabric, in the Related Inventory view click either ISL Ports
or N Ports or an alarm icon, and select a port. See Investigating an FC Switch Port.

= Cisco fabrics only —To investigate a VSAN used in the selected fabric, in the Related Inventory
view click VSANs or an alarm icon, and select a VSAN. See Exploring a Cisco VSAN.

= To return to the quick view, in the breadcrumbs, click Storage Environment.

5 To monitor the performance of a switch (physical or logical), in the Fabrics list, expand a fabric and click a
switch.

In the FC Switch Summary, the Related Inventory view contains alarm summaries for the selected switch,

the fabric it belongs to, and its ISL ports and N ports. The charts display the following metrics for ISL ports
and N ports used by the switch:

= Ports Average Utilization Distribution. For each type of port, displays aggregated values for Rcvd
Utilization and Xmit Utilization grouped by percentage of usage. Most of your port utilization should
be in the lower percentages. When there are ports on the switch performing at high utilization rates,
you may want to investigate port performance further.

= Rcv Rate. For each type of port, plots aggregated values for Data Receive Rate over the time
period and displays the Baseline.

= Xmit Rate. For each type of port, plots aggregated values for Data Send Rate over the time period
and displays the Baseline.

= Error Rate. For each type of port, plots aggregated values for Link Error Rate and Non-Link Error
Rate over the time period.

FC Switch Summary (brocade3200_6) View In Explorer

Related Inventory Ports Average Utilization Distribution
ISL Ports Awg Utilization Distribution M Ports Awg Utilization Distribution
0 a0
Eabric .
10000060693086A3 ) 6 & O
B 1 00 0 1 o 0
0o ]
0% a0 % 50 4% 0% a0 % 0% 30 % 50 % 0% a0 %
[l Rovd [l xmit [l Rovd [l Hmit
brocade3800_6 ¢ L@ Resource Utilization -
=] 1 0 0 0 1
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5 15 E 4
A jran” {o\ /T8 ) )
/ /
ISL Parts @ eramrr——— L wm— 1200 1300 1400 1500
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; | TIP: To identify port performance that has changed, look for values that fall outside the grey Baseline
ribbon.

To continue investigating the selected switch:
= To explore details about the switch and its ports, click View in Explorer. See Exploring a Switch.

= To investigate a port used by the selected switch, in the Related Inventory view click ISL Ports or N
Ports or an alarm icon, and then select a port. See Investigating an FC Switch Port.
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= To return to the quick view, in the breadcrumbs, click Storage Environment.

6 To monitor the performance of a Cisco VSAN, in the Fabrics list, expand a Cisco fabric and click a VSAN.

In the VSAN Summary, the Related Inventory view contains alarm summaries for the selected VSAN, the
fabric it belongs to, and the ISL ports and N ports used by the VSAN. The Resource Utilization charts are
the same as the charts displayed for a fabric, but the aggregated values include only the ports used by the
VSAN.

VSAN Summary (ESX) View In Explorer
Related Inventory Resource Utilization
ISL Ports Awg Utilization Distribution N Ports Awg Utilization Distribution
8 a0
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To continue investigating the selected VSAN:

= To explore details about the VSAN and its ports, click View in Explorer. See Exploring a Cisco
VSAN.

= Toinvestigate a port used by the selected VSAN, in the Related Inventory view click ISL Ports or N
Ports or an alarm icon, and then select a port. See Investigating an FC Switch Port.

= To return to the quick view, in the breadcrumbs, click Storage Environment.

Monitoring Storage Arrays

When monitoring storage arrays, or when diagnosing alarms on storage arrays, you may need more detail on the
array or its member nodes, controllers, ports, pools, LUNs, or disks. You may also want to determine if any of the
child components have alarms that did not affect the array status. This walkthrough introduces the quick view for
storage arrays.

To monitor storage arrays:

On the Storage Environment dashboard, ensure the Monitoring tab is selected.

2 Click the Storage Arrays tile to open the Storage Arrays quick view.

; | TIP: You can also open this quick view from the navigation panel. For more information, see
Introducing the Storage Explorer.

3 To identify the most problematic arrays in your environment, in the Storage Arrays list, click Summary.
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Quick-View
Storage Array

B Summary o
E APMO0054702270
E APMO0101301407
E EVA4400-1
= FCND0114300065
B isilonduster?

B stcamplol

(I I - <]

L]

The Storage Array Summary summarizes the capacity and performance health of the arrays in the
environment.

= Capacity

= The table is organized by arrays whose pools have the most significant, near-term capacity
issues.

s The categories take into account the estimated time when pool capacity will be full, as well
as the current available capacity and the over-provisioning state of the pool.

= To investigate, click on the array name. See Monitoring Storage Capacity.
= Performance
= The table is organized by arrays with the most LUNs having latency issues.

s To investigate, click on the array name in the table to drill down to the Array Explorer. Click
on the LUNSs tab. See Investigating a LUN.

Storage Array Summary (Al Storage Arrays) 5 Explore
Capacity & Performance 1]
Arrays are ordered by the number of Pools experiendng capacity pressure, Arrays are ordered by the number of LUNs experiencing high latency

Name Severe High Monitor OK Score 3 MName Severe High Warning OK Rank 3

APMO0101301407 1 3 75 ~ || APM00101301407 4 6 26 1|+

APMO00&4702270 9 100 APMO00&4702270 1 2

EVA4400-1 4 100 EVA4400-1 11 3

FCN00114300065 [ 100 FCN00114300065 5 4

islonduster2 1 100 steamplol 20 5

1

steempldl 100

To monitor a storage array, in the Storage Array list, click a storage array name.

The content of the quick view varies depending on the selected storage array. For most storage arrays
(excluding Dell EqualLogic and EMC lIsilon), the quick view contains the following embedded views:

= Related Inventory. Contains alarm summaries for the selected storage array and its controllers, FC
ports, IP ports, pools, LUNs, and disks.

= Storage Capacity Summary. Displays current values for Total Advertised LUNs Size and Capacity
Provisioned to LUNSs.

= Controller Performance. Plots % Busy values by controller over the time period and displays
threshold lines (defined in registry variable StSAN.Controller.PctBusyThreshold).

= Pools with Severe or High Pressure on Available Usable Capacity (or Raw Capacity)
o Displays the pools that have the most significant, near-term capacity issues.

= Shows the available usable capacity or available raw capacity in the table, depending on the
data provided from the device vendor, and the % available.

= Shows the estimated time when the pool capacity will be full

= Over commitment is not shown when raw capacity numbers are displayed.
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= The cylinders are colored to show the % of available capacity in the pool.

= LUNSs/Disks States. Plots the percentage of disks and LUNSs in the storage array in problem states.
Problem states are reported by the vendor. Resolving these issues may improve LUN performance.

Storage Array Summary (APMO0101301407) 3 Explore
Related Inventory Resource Utilization
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O o e =
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Disks & d

@ 14 00 0 14

For more storage array quick views, see the Summary tab description under Dell EqualLogic Storage Array
and EMC VPLEX Storage Array.

5 To continue investigating the selected storage array:

= To explore details about the storage array and its child components, click View in Explorer. See
Exploring a Storage Array.

= To investigate a child component, in the Related Inventory view click a component type or a status
icon, and then select a component. A component dashboard opens. For help with the dashboard,
see one of the following topics:

- Investigating a Controller

- Investigating an EqualLogic Member
- Investigating an Isilon Node

- Investigating an Array/Filer Port

- Investigating a Pool

- Investigating a LUN

- Investigating a Physical Disk

= To return to this quick view, in the breadcrumbs, click Storage Environment.

Monitoring Filers

When monitoring filers, or when diagnosing alarms on filers, you may need more detail on a filer and its
controllers, ports, NASVolumes, LUNs, aggregates, or disks. You may also want to determine if any child
components display alarms. This walkthrough introduces the quick views for filers.
To monitor filers:

1 On the Storage Environment dashboard, ensure the Monitoring tab is selected.

2 Click the Filers tile to open the Filers quick view.
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; | TIP: You can also open this quick view from the navigation panel. For more information, see
Introducing the Storage Explorer.

3 To identify the busiest filers in your environment, in the Filers list, click Summary.

Quick-View
=) Filer
Summary e
E cassiopeia
E cepheus
Earth1
pegasi

¢ apr

The Filer Summary view identifies the top three filers in two categories:

= Filers with Lowest % of Free Disk/Spares Capacity (raw). Displays cylinders showing the
amount of used Free Disk/Spares Capacity (Raw). Below each cylinder, you can see total and free
capacity.

= Filers with Lowest % of Available Aggr Capacity (usable). Displays cylinders showing the
amount of used Aggr Capacity (Usable) Free. Below each cylinder, you can see total and free

capacity.
Filer summary (All Filers) View In Explorer
Filers with Lowest % of Free Disk/Spares Capacity (raw) Filers with lowest % of Available Aggr Capacity (usable)
cassiopeia pegasi cepheus Earth1 pegasi cepheus
&y (] (] L] (<]
Total: 7.3TB Total: 7.3TB Total: 7.3TB Total: 388.4GB Total: 4.6 TB Total: 4978

Fres: 133.9 GBE (1.8%) Free: 268.1GE (3.6%) Free: 267.8 GB (3.6%) Fres: 19.8 GB (5.1%) Free: 2.4 TB (53%) Fres: 2.9 TB (59%)

If you find that cylinder colors do not reflect the acceptable thresholds in your environment, you can ask
your Foglight for Storage Management Administrator to edit the threshold values in the following registry
variables:

= Disk capacity: StSAN.FilerDisks.PctUnallocatedCapacity Threshold.[Fatal|Critical|Warning]

= Aggregate capacity:
StSAN.FilerAggregates.PctUnallocatedCapacity Threshold.[Fatal|Critical| Warning]

; | NOTE: Registry variables are global variables that are often referenced by rules. Before editing a
registry variable, ensure that the edit will not cause unintended changes to how the affected rules
trigger alarms. For more information, search for “Registry Variable” in the online help.

4 In the Filer list, click a filer name.

The Related Inventory view contains alarm summaries for the selected filer as well as its controllers, ports,
NASVolumes, LUNSs, aggregates, or disks. The Resource Utilization charts show capacity and performance
metrics for the filer:

= Storage Capacity Summary. The cylinders show the amount of capacity consumed in the filer,
expressed using current values for the following pairs of metrics:

- Disk Capacity (Raw) and Free Disk/Spares Capacity (Raw)
- Aggr Capacity (Raw) Total and Aggr Capacity (Raw) Free
- Aggr Capacity (Usable) Total and Aggr Capacity (Usable) Free

The bar chart displays current values for Advertised LUN Size, Advertised NASVolumes Size, Aggr
Capacity (Usable) Total, and Aggr Capacity (Usable) Free.

= NASVolume Performance. Plots the percentage of NASVolumes in the filer in problem states.
Problem states are reported by the vendor. Resolving issues may improve volume performance.
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= LUN Performance. Plots the percentage of LUNs in the filer in problem states. Problem states are
reported by the vendor. Resolving issues may improve LUN performance.

Filer Summary (Earth1) View In Explorer
Related Inventory Resource Utilization
Earthl o g Storage Capacity Summary NASVolume Performance
L b1 o0 o0 ) ) ) ) =m0
Disk Capacity Agar Capacity Aggr Capacity
Controllers & Ao @ {Raw) Raw) (Usable) %
o 1 0 0 = - = -
1200 13:00 1400 1500
FC Ports O
v oo n % In failed or offline state
—— % in degraded state
IP Ports G 4@ © ® o —— % rebuilding
1 0o 0 0 1 % with Lat Threshald
= Total: 876.1GB Total: 605.4 GB Total: 333.4 GB Hih eney pver ThrEhe
. 1oy . " 3 . 0 N
NASVolumes P Free: 133.9 GB (15%)  Free: 20,3 GB (4.9%)  Free: 19,5 GB (5.1%) LUN Performance
5 0o 0 1 9 5
Advertised LUNs Size ,
LUNs o 4 e ®
5 0 0 0 5 Edvertised NAS\blumes Size
1200 13:00 1400 1500
Angregates & 4 @ Tatal Usable Aggr Capacity
é 3 5 0 0 3 % in failed or offline state
Auailable Aggr Capacity % in degraded state
Disks & o0 e 0 100 200 300 00 =% rebuilding
8 12 PR e % with Latency over Threshald

5 To continue investigating the selected filer:

= To explore details about the filer and its child components, click View in Explorer. See Exploring a
Filer.

= To investigate a child component, in the Related Inventory view click a component type or an alarm
icon, and then select a component. A component dashboard opens. For help with the dashboard,
see one of the following topics:

- Investigating a Controller

- Investigating an Array/Filer Port
- Investigating a NASVolume

- Investigating a LUN

- Investigating an Aggregate

- Investigating a Physical Disk

= To return to this quick view, in the breadcrumbs, click Storage Environment.

Asking Questions About the Monitored
Storage Environment

Another way to find out information about your storage environment is to ask questions. The Insights tab contains
the Analytics view to show frequently-asked questions about storage environments. Answers are displayed in the
form of tables and graphs. You can select questions that apply to all storage resources or to a specific type of
storage resource.
To use the Insights > Analytics view:

1 On the Storage Environment dashboard, click the Insights tab, and then click Analytics.

2 In the Categories pane, click a category to display the questions for that category in the Questions pane.

;i | TIP: If the list of questions is long and you want to narrow it down, search for a particular text string
using the Search Questions box.

3 In the Questions pane, click a question to display the answer in the Answer pane.
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Menitoring || Insights | Storage Capacity | Administration | Getting Started

Analytics Live Troubleshooter

Categories

Which arrays or filers had the highest %o of failed or offline disks at any point in this time period?

Qurrent Trend Peak Current &
s 12.5% 12.5% *
Arrays and Filers Which arrays or filers had the highest % of failed or 10.3% 10.3% 0.3 %
Disks \Kfﬂ\re disks at any point in this time period? 62 % 62 % 62%
Fabrics ” N 59% 59% 589

LUNs
Pools

Ports (Array/Filer)
most LUNs currently
most unreserved

Which controllers are busiest, on average?
Related Questions
3 Which LUNs have the highe:

Which controllers or member nodes are busiest, on
average

~ | Which filer controllers have the highest average P

4 In the Answer pane, you can change the number of results displayed by changing the value of the Show
Top box.

5 To investigate a component or its parent device, click a name in the Name or Parent column.

Assessing Connectivity and 1/O
Performance

You can also identify connectivity and port performance problems that occur during 1/0 requests by assessing
storage from the perspective of the virtualization environment. The VMware and Hyper-V Explorers offer an end-
to-end look at all the entities that make up your virtual infrastructure, including clusters, hosts, virtualization
storage, and virtual machines.

; | NOTE: This workflow assumes that the following requirement is satisfied:

= VMware or Hyper-V Performance agents are defined for the target environment, and the
agents are configured to collect storage data. For more information, see Step 2 in Collecting
Storage Data for Virtualized Devices and Servers.

This section covers the following topics:
* Introducing the Virtualization Dashboards
e Summary of Icons Used in Topology Diagrams
e Exploring Connectivity with SAN Topology Diagrams
* Exploring /0 Performance with SAN Data Paths

Introducing the Virtualization Dashboards

This workflow introduces you to the version of the Virtualization dashboards available in Foglight for Storage
Management. For detailed information, see the VMware Monitoring in Foglight for Storage Management User and
Reference Guide or Hyper-V Monitoring in Foglight for Storage Management User and Reference Guide.
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Table 15. List of dashboards that display virtualization storage environment-to-SAN relationships when
data collection is enabled on VMware or Hyper-V Performance agents

Dashboard SAN Topology Tab SAN Data Paths Tab
ESX Host/Hyper-V Server Yes Yes

Virtual Machine Yes Yes

Cluster Yes —

Datastore, CSV, logical disk Yes —

LUN Yes Yes

NASVolume Yes —

The following workflow walks you through opening a virtualization dashboard and selecting an entity to explore.

To use the virtualization dashboard and topology diagrams:

1 On the navigation panel, under Dashboards, click either VMware > VMware Explorer or Hyper-V >
Hyper-V Explorer.

; | TIP: If you do not see the menu, ask your Foglight for Storage Management Administrator to add the
role VMware Administrator or Hyper-V Administrator to your user account.

The Explorer opens an Infrastructure menu below the Dashboards menu on the navigation panel.
2 Under Infrastructure, on the Topology tab, select the desired entity.

The dashboard opens.

i NOTE: The topology will display clusters, virtualization servers, and virtual machines. For VMware, it
will display Virtual Centers and Datacenters.

= From the Summary tab, you can monitor and investigate entities in your virtual infrastructure using
an approach similar to the Storage Environment dashboard.

= When you click the Storage tab, you see a list of all logical storage used by the entity and the
associated storage capacity. Click a storage entity name to open the dashboard containing details
about the entity.

~ Bookmarks

VHMware Explorer
There are no bookmarks
1 oI L -
@ Virtual Centex 10.
- L g
Administration
Alarms Summary = Performance | VMs = FAQts @ Storage | Processes
Chargeback Datasto
a res

Dashboard Development
d Hosts
i Hyper-V

dsPartl_O4_LU...
Infrastructure i
1 Integration - e
Management Server % gy ™ i
d Perspective Selector ' Free 1.4 GB

Reports
i \Weakly Growth Rata 4.0M8
d Services
Storage & SAN 70 % Est Time Until Full
4 ViMware
VMwiare View
£3 Confiouration
["'u': Infrast cture \
. Datastore « Capacity Used  Total Space
Topology | Hierarchy AS iz 134.5.CH
AS 12% 4.8 Gl
Parch i £ | ds1_FAS3070(casseopeia)_epsilon-luni_F 93 % —— 59.8 GB
@ o © | | B ¢ rasiorn(casseopeia)_epsilon-lunz_F P — 89.8 GB
a@ 1w 1 £ ded_FAS3070(cassiopeia)_epsilon-LUN4_F 60 0 m— 159.8 GB
2@ 1w © £ ds49_CX4_TLUNZ_F 88 % == 4998 GB
a@ 10 @ [E] ds70_Cx4_TLUNG_TLUNB4_F Q7 9 =———  340.5 GB
© w @ 5] de71_CX4_LUN46_TLUNSG_F 30 % w— 21.5G8
2@ w0
\ @ @/ ds80_Cx4_TLUNSS_E 04 o me— 300.8 GB
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TIP: When the list of entities is long—which is often the case for virtual machines—you can find an
entity by typing its full or partial name in the Topology tab’s Search box.

When you select a cluster, the dashboard will include SAN Topology tabs. Host/server and virtual machine
dashboards will include SAN Data Paths views in addition to SAN Topology that you can explore.

Click the SAN Topology tab. For instructions about this view, see Exploring Connectivity with SAN
Topology Diagrams.

Click the SAN Data Path tab. For instructions about this view, see Exploring I/O Performance with

SAN Data Paths.

Summary of Icons Used in Topology Diagrams

In topology diagrams, the icons represent entities in your monitored virtual infrastructure and storage
infrastructure, as described in the following table. Each icon incorporates a small status icon to show the status of

the entity.

Table 16. Icons used in topology diagrams.

Represents

Description

B W

LV

@

[

Physical Host

ESX Host

Hyper-V Server

Virtual Machine
VMware

Hyper-V

Datastore

Logical Disk

Ccsv

Disk Extent

Cloud

A physical server in your network.

A physical server hosting the hypervisor-based architecture and virtual machines
controlling and managing resources for the virtual machines.

A virtual machine running on a host or server.

A datastore or CSV (Cluster Shared Volume) or logical disk is a logical storage
structure used to provide virtual machine disks and files.

A disk extent is all or part of a host disk that can provide the physical storage for a
datastore, CSV or logical disk. The disk extent can be on a local DAS device, or it
can be mapped to a LUN on a storage array or filer in the SAN.

Hides port-level complexity in a topology diagram. Click the icon to view ports and
their connected devices in a Detail window.

NOTE: The SAN Data Paths tab does not use the cloud icon. All ports and their
devices are shown in the diagram.
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Table 16. Icons used in topology diagrams.

A NASVolume is a volume whose physical storage is on a filer or unified storage
NASVolume supplier. It can be mounted by an ESX host to provide the physical storage for a
datastore using NFS.

A storage server that works together with other members or nodes in a clustered
Member or Node storage architecture. The array cluster distributes the workloads among the
members of the cluster.

Icon Represents Description
FC ports connect to other FC ports on switches, physical hosts, storage arrays, or
@ll FC Port filers using fibre-channel network technology in the SAN.
IP ports provide access to the IP network for storage devices using iSCSI or other
@' IP Port protocols.
A controller manages the ports used by a storage array or filer.
@ Controller
o
A LUN (logical unit number) represents a logical SAN block storage device on an
-@.E__ﬁ LUN array or filer that can be exposed for mapping to a server.
s
ﬂ -
= .
@

In Netapp cluster mode, users access storage by SVMs.

i Logical Interface Connectivity to SVMs is provided through logical interfaces (LIFs). ALIF has an IP
- : address or a World Wide Port Name, used by a client or host to connect to an
SVM.

Exploring Connectivity with SAN Topology
Diagrams

SAN Topology diagrams map the connections through the virtual environment (VMs-to-virtualization storage-to-
extents) to the resources in the SAN (LUNs and NASVolumes). Topology diagrams hide port-level details to focus
on connectivity. Using this view, you can see which resources have an alarm status along each connection path,
and begin to form hypotheses about whether or not the SAN environment is contributing to performance issues in
the virtual environment. You can then drill down on resources to test those hypotheses.

In a topology diagram, you can view individual port connections by clicking one or more cloud icons. Details are
shown in a separate window.

; | TIP: If your primary goal is to assess the performance of the ports that are used by the datastores and disk
extents connecting to the SAN, use the SAN Data Paths tab instead (when available). For more information,
see Exploring I/O Performance with SAN Data Paths.

The SAN Topology view displays as a graph for a VM, Datastore or CSV, and for a storage LUN or NASVolume.
The SAN Topology view for a Cluster or server or host will offer the following choices for viewing the topology:

* Show Datastore or CSV resources used by VMs as graph

¢ Show RDM or pass-through disk resources used by VMs as graph

* Show storage resources used by VMs as table

e Show all storage resources as table
The option to show all storage resources as a table will include Datastores or CSVs that are not used by VMs.

The following workflow explains how you can verify connectivity and the status of entities and storage devices in
your infrastructure using a topology diagram. This procedure assumes that you navigated to a topology view from
a Virtualization Explorer dashboard (see Introducing the Virtualization Dashboards) or from a Storage Explorer
component dashboard (see Investigating a LUN or Investigating a NASVolume).
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To use a topology diagram graph:

1 Click on a Datastore or CSV icon to see the VMs that use this storage. Click on a cloud icon to see the
extents that map to the LUN.

; | NOTE: When viewing the graph for a Cluster, the VMs and disk extents are not displayed on the main
graph. When viewing the graph for a server or host, if it supports large numbers of VMs, as in a VDI
environment, the VMs will not display on the main graph.

The following image shows virtual machines connected to separate datastores. The disk extents are
identified and linked through the network to LUNs. For descriptions of icons, see Summary of Icons Used in
Topology Diagrams.

Summary | FAQts | Storage | Processes | SANTopology | SAN Data Paths

Select Desired View:  Show only resources used by Virtual Machines -

38/ chi-esxl
f e -
e NAVIGATOR
£ ol & = - -
chi-fms-vm7 ds2007_compl _vol? naa. G000d31000139900000.. vol7_ds2007 ‘J o (:)‘
> g -
s E g
5. ob) o eg
chi-fmz-vm5 d=2005_compl_vol5 naa.&000d31000139900000.. vol5_ds2005
e = B %
a__J 6 i.j o @
chi-fms-vm4 ds2004_compl_vol4 naa.6000d310001332300000.. vol4_ds2004
b e -
| =
A o) £ =
chi-fms-vm3 d=2003_compl_vol3 naa.&000d31000139900000.. vol3_ds2003
@ Qg
f naa.60a980005672444e563.. fuolfchi_vol8und_rdm
s = 2
ks
e oi) = =
chi-fms-vm2 ds2010_pegasi_lun7 naa.G0ag980005672444e563.. Jvolfchi_vol7un7_ds2010

[

—-..____..:i
Ol=

@

wiiler_moon fvolfvol_moon1
— > =
ob) o e

ds2002_compl_vol2

naa.5000d31000139900000

vol2_ds2002

2 When a topology diagram has a very large number of elements to be displayed, the graphical
representation may be changed to a table for clarity. If the graph is too large to display in the viewing area,
you can use the browser’s scroll bars and the Navigator to view the hidden areas. The Navigator enables
you to scale the topology diagram and, in large diagrams, drag the viewing area to a different part of the

diagram.

3 Click a Datastore or CSV icon to see the VMs that use this storage.
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. Total 349.3 GB 160
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4 Click any icon to review key details and metrics about the entity.
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Click a Cloud
the host or server.

' icon to display the ports and SAN paths from the logical storage to the LUN, through
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In this example, you can see that the LUN'’s controller has a Critical status.

To investigate an entity, click its icon. For example:

a Click the controller QE icon.

b To view the alarm message, click the alarm count (opens an Alarm Summary window) or the
controller name (opens the Controller dashboard).
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s sz ) @
== Storage Array: @stcmplﬂl
Physical State: Normal
Data Rate (Block): 16.5 MBJs
Ops Rate (Blodk): 759.0 ops/s
Latency: &8.0ms
Busy: n/p by vendor

¢ The Alarm Summary reports the cause.

Alarm Summary -

Instance =
Name Message

@ 12/12/13 9:53FM 5N 5017 Controller latency for all blodk operations is over threshold. Latency of 92.48 mSec/Op is greater than the threshold of 20.00 on cont

Sev Time Type

7 In some topology diagrams, you may see an inferred host (indicated with an orange line). On these
diagrams, if an inferred-host-to-port assignment is incorrect, you can click the host port icon and click the
appropriate action to correct it.

(o] [T
———1 5% 10000000<597d181
10000000c99
i Host: s-ﬁl fas3070.monosphere.com
‘@‘ = @.' Port Type: FC
fas3070.monosphere, com 10000000cag Data Rate: nfa
| Actions: = Assign to Different Host
3 Remove Link to Host
fc1/14 (mds9148-2.vfs.stcu... 50¢

To use a topology diagram table:

1 Click on a VM cell to display the VMs that use this Datastore or CSV, or RDM. Click on a cloud icon to
display the ports and SAN paths from the storage to the LUN, through the hosts or servers.

; | NOTE: The table view provides the same information as the graphical view.

Summary || FAQts | Storage || SAM Topology

Select Desired View: Show storage resources used by VMs as table -
Datastore or RDM « WMs Lun/ NASVolume/ Dir/ DAS Array [ Filer b=
5 ds111_ams_18 2VMs nfa | g® |2 disks nfa e
o ds112 ams2100_22 gamma-io-vm4 fz | g® | 2disks nfa
5 ds26_FAS940(pegasi)_gamma-unl_F gamma-io-vm4 % fvolfwol2_2/gamma-dunl_ds26 pegasi
&1 | ds36_CX300_LUN46_LUN47_LUN40_LUN3_F 4YMs 3 LUN 47_ds36 APMDDDG4702270
ol ds36_CX300_LUN46_LUN47_LUN40_LUN3_F 4VMs % LUN 46_ds36 APMO00&4702270
&1 | ds36_CX300_LUN46_LUN47_LUN40_LUN3_F 4YMs B3 LUN 40_ds36 APMDDDG4702270
ol ds36_CX300_LUN46_LUN47_LUN40_LUN3_F 4VMs % LUN 3_ds36 APMO00&4702270
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Exploring I/O Performance with SAN Data Paths

The SAN Data Paths tab focuses on input/output performance of the ports used in the data paths connecting the
virtual environment to the SAN. This view combines an 1/O Data Paths table with a topology diagram that includes
port details and I/O performance metrics. The table displays the worst-performing path segment of the possible
data paths between each disk extent and the LUN during the time period, helping you to identify bottlenecks
resulting in high latency. The diagram enables you see the entities that are capable of doing 1/0 through each path
segment, corresponding to the table rows.
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Because the metric values in the SAN Data Paths tab represent the average values over the time period, consider
selecting a shorter time range (one hour or less) to help investigate performance spikes. For example, if a
customer is complaining about latency issues in the last 15 minutes, you may want to set the dashboard time
range to the last 15-30 minutes to focus on the problem period.

; | TIP: If your primary goal is to discover which SAN resources are used by entities in your virtual environment,
use the SAN Topology tab instead. For more information, see Exploring Connectivity with SAN Topology
Diagrams.

This workflow walks you through using the SAN Data Paths tab from the VMware Explorer's ESX Host dashboard.
The content of the SAN Data Paths tab may be slightly different on the Virtual Machine, Datastore, and LUN
dashboards, but the flow is the same. The workflow for Hyper-V servers, VMs, and CSVs is similar, but uses the
Hyper-V terminology. This workflow continues from Introducing the Virtualization Dashboards.

To review data paths:

1 On the SAN Data Paths tab, review the In Use 1/0O Paths table to see the worst-performing path segments
in terms of Latency.

The color of the bars (in the table and in the diagram) highlights data values that fall within various
thresholds. Metrics without thresholds are displayed in dark blue.

In Use I0 Paths for ESX: gamma-|
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[E] ds36_Cx300_LUN46_LUN47_LUL - 43 I

@ nza.600601605250180050c7 43 I 44 vc/s I S o | 16 % M 75 S LUN 46 _ds36 0%]

@ naa.60060160555018009275 11 0ME/fs | 5%l 16 % 75 Q LUN 40_ds36 0%
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@ naa.60060160525015009ect 1l 0ME/fs | 5%l 16 % 75 Q LUN 3_ds36 100 % I
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@ naa.60060e30104ab41004f3 20 I 0ME/fs |

The columns display the following details and metrics. On the Virtual Machine, Datastore, and LUN
dashboards, the details and metrics may be slightly different.

= Datastore/Disk Extent. List of datastores and the disks that they use, ordered so that the
datastores with high-latency disk extents appear at the top. Datastores configured from a
NASVolume show only the associated volume; no other data is available. If an RDM or Other node
is displayed, the disk extents under this node are RDMs providing storage directly to the virtual
machine.

= Latency. Average latency per operation.

; | NOTE: When physical hosts are inferred, latency values are unavailable because the disk
extents that map to the selected LUN are unknown. For more information, see Inferring
Physical-Host-to-Storage Relationships.

= Data Rate. Average data rate for I/O from the ESX or VM to the LUN.

= ESXFC Ports --> SAN Util. Displays the busiest link (read or write utilization) in the possible paths
between the ESX and the FC switches. Click the cell to display all the port links. Review the
topology diagram to see the ports and link utilization. Data is not available for IP ports.

= SAN --> A/F Ports Util. Displays the busiest link (read or write utilization) in the possible paths
between the FC switches and the array/filer ports. Click the cell to display all the port links. Review
the topology diagram to see the ports and link utilization. Data is not available for IP ports.

= A/F Ctrl Busy. Displays the CPU % Busy metric for the busiest controller in the data path for a
storage array or filer. % Busy values are not available on some devices.

= LUN/NASVolume /Dir. Displays the LUN that is mapped to the extent, or displays the NASVolume
(filers) or directory (Isilon arrays) providing the storage for a datastore.

Foglight for Storage Management 6.3.0 User and Reference Guide 81
Monitoring Storage Performance



= % Competing I/O at LUN. Displays the percentage of I/O being experienced by this LUN for all
VMs accessing the Datastore, not just those in this ESX. Click the cell to display the top five VMs
doing /O to this LUN.

= LUN State. Reports on the state of the LUN as follows:

Table 17. LUN states

Indicates that the LUN is reporting activity that gives an indication of performance problems, it is
iy currently degraded or rebuilding, or the % Busy or Latency metrics are over their thresholds for
the time period. Dwell on the cell for details.

Indicates that the vendor does not provide % Busy or Latency metrics.

Indicates that either the % Busy metric or Latency metric is within normal range during the time
& period, and the LUN is not reporting that it is currently degraded or rebuilding. Dwell on the cell
for details.

= Latency (ms). Average latency per operation to the LUN during the time period.
2 In the diagram, ensure that Select Desired View is set to Show full data paths.

The diagram shows the data paths between datastores and the LUNs providing the physical storage within
an ESX host. The bars shown below the icons summarize average latency for hosts (if available), link
utilization for FC ports, and percentage busy for controllers. For descriptions of icons, see Summary of
Icons Used in Topology Diagrams.
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This diagram highlights how ports are often shared by multiple disk extents. You may be able to trace the
cause of a poorly-performing disk extent to poor link utilization values or to some resource issue further
down the data path in the SAN. Or if all SAN ports and resources are in a Normal status, you may be able
to rule out a storage issue.

3 Review the data paths for the worst performing entities to identify bottlenecks that may be contributing to
the high latency values.

4 To see more of the diagram, use the Navigator to shrink the diagram or move the viewing area. For more
information, see Exploring Connectivity with SAN Topology Diagrams.

i | TIP: You can also close the I/O Paths table using the arrow on the far right of the table title bar.

5 To investigate an entity, click its icon or name. Use the breadcrumbs to return to this view.
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6 If you find that the colors used in some metric bars do not reflect acceptable thresholds in your
environment, you can ask your Foglight for Storage Management Administrator to edit the threshold values
in the following registry variables:

= Latency: VMW:diskTotalLatency.[warning|critical|fatal]

= Latency: HPV:diskTotalLatency.[Warning, Critical, Fatal]

= Port utilization: StSAN.FCSwitchPort. Utilization.[Warning|Critical|Fatal]
= AJF Ctrl Busy: StSAN.Controller.PctBusy Threshold.[Warning|Ceritical]

NOTE: Registry variables are global variables that are often referenced by rules. Before editing a

registry variable, ensure that the edit will not cause unintended changes to how the affected rules
trigger alarms. For more information, search for “Registry Variable” in the online help.

Monitoring Storage Capacity

Foglight for Storage Management closely monitors the capacity being used by the pools in your array or filer. The
historical growth of pool capacity usage is analyzed daily to estimate how much time is remaining until the pool
becomes full. This capability is critically important for pools that are over-committed with thin-provisioned LUNs
and/or NASVolumes.

This section discusses the rules and alarms, views, charts, reports, and configurable values you can use to
monitor your pool capacity.

For details, see the following topics:
e Capacity Trending
e Evaluating Pool Capacity
e Environment Summary/Monitoring/Summary
e Capacity Reports
¢ Low Capacity Rule
e Storage Capacity tab

Capacity Trending
Foglight for Storage Management performs a linear regression analysis nightly on the historical values of
consumed pool capacity.

The Time Until Full (per available history) will use all available history, up to the last 180 days, to project when the
pool will become full. The minimum number of days required to compute this trend is defined by the registry
variable StSAN minDaysForLongHistTrend. The defaultis 30 days.

The Time Until Full (per limited history), will use only recent history, up to the last 30 days, to project when the pool
will become full. The minimum number of days required to compute this trend is defined by the registry variable
StSAN minDaysForShortHistTrend. The defaultis 20 days. Examining this value is useful primarily when
there has been a significant recent change in the pool usage that is expected to continue.

The Time Until Full value is displayed with the following granularity:
¢ In days, for 0-2 months
* In weeks, for 2-6 months
* In months, for 6-12 months
e As “> 1 year”, for anything beyond 365 days

* As “> 1 year” when usage is decreasing or not changing, not increasing.
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As “n/a” when there is insufficient history

The Time Until Full (available history) value is displayed on most screens that show pool date. The Capacity tab of
a Pool Explorer will display a chart of the capacity and the trends.

Evaluating Pool Capacity

Pool capacity is evaluated every few hours (after a new topology collection) to determine if a low pool capacity
alarm should be generated, and to summarize the number of pools experiencing capacity pressure on the
Environment Summary/Monitoring/Summary for Arrays and Filers.

The following factors are examined to determine if a pool is experiencing capacity pressure.

e The over-committed state of the pool

The absolute capacity available and the % of capacity available

¢ The estimated Time Until Full

Environment Summary/Monitoring/Summary

This view will provide you with a quick summary of the arrays in your environment, ordered by low score at the top.
The score reflects the percent of pools in your environment with capacity issues.

Monitoring || Insights | Storage Capacity | Administration | Custom Rules | Getting Started

o S
5! s 1B 7z B 4B 1
Fabrics Storage Arrays Filers Virtualization
-] 8| % | a6 & A 8 @
B 1321 E T ey 1

Quick-View

==/ Storage Amay Storage Array Summary {USP_WM.35576) =) Explore
Search o~ Related Inventory Resource Utilization

Summany - Storage Capacity Summary Controller Performance

TR s Storax ol 9 3 A =

F==) Amays(StorageCallector) [l Controllers e e

Total Advertised LUNs Size 2
There I= No Data To Display %
Capasity Provisioned to LUNs
¥ FC Ports B, 0 05 e e 0240 0266 0300 0328
- Cortrollers Total Ops Rate
Pools with Severe or High Pressure on Available Usable Capacity LUNs/Disks State
8 & L oa i
i Pocls 3 s
AA AN
. %
.05 Fraa

Clicking on the array name will display a view that identifies the pools with Severe or High capacity issues. A low
pool capacity alarm will have been generated for every pool that is not OK, if the low pool capacity rule is enabled.
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Monitoring | Insights | Storage Capacity | Administration | Custom Rules | Getting Started
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Capacity Reports

The SanStorage Pools Capacity Summary Report summarizes the total and available capacity, and estimated time
until full, for the pools or aggregates in the selected Storage devices. The report can be optionally limited to the
pools or aggregates with thin-provisioned entities.

Low Capacity Rule

The rule StSAN E Pool Low Available Capacity with Email will be evaluated after every collection that provides
new capacity information. A fatal alarm will be generated for every pool experiencing severe capacity pressure. A
critical alarm will be generated for every pool experiencing high capacity pressure. A warning alarm will be
generated for every pool included under the monitor count. No email will be generated for warning alarms.

Registry Variables

The following registry variables are used in the pool capacity evaluations for alarm generation and for determining
which pools are experiencing capacity pressure.

These variables are used in pool capacity evaluation to compare to the estimated Time Until Full. For over-
committed pools, they will generate alarms as Fatal/Critical/Warning. For pools that are not over-committed, they
will generate alarms as Critical or Warning, based on the available capacity in the pool.

¢ StSAN.Pool.TimeToFull.VerySoon - default 2 weeks
e StSAN.Pool.TimeToFull.Soon - default 4 weeks
e StSAN.Pool.TimeToFull. Warn - default 12 weeks

There variables are used to examine pool capacity when no estimated Time Until Full value is available, and when
the Time to Full is very long. Critical or Warning alarms will be generated for pools that are not over-committed.
Fatal and Critical alarms will be generated if the pool is over-committed.

¢ StSAN.Pool.AvailableCapacity Threshold.Critical - default 100 GB
¢ StSAN.Pool.AvailableCapacity Threshold.Warning - default 200 GB
e StSAN.Pool.PctAvailableCapacity Threshold.Critical - default 5%

¢ StSAN.Pool.PctAvailableCapacity Threshold.Warning - default 10%

The value of these registry variables can be easily modified to meet the needs of your environment.
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Storage Capacity tab

The Storage Capacity tab includes charts and tables for monitoring the capacity being used by the all devices,
pools, LUNs, NASVolumes, or aggregates. Select what you want to monitor by clicking one of the following button
at the top of the view: All, Pools, LUNs, Volumes, or Aggregates.

Monitoring || Insights || Storage Capacity | Administration | Custom Rules | Getting Started
Current View: Pools Al Pools LUNs Volumes Aggregates

Storage Capacity Statistics Scatter Chart (% Capacity Avalablz)

=p
(¥ Exclude System Managed Pools for EMC (] Excluds Disk Groups for EMC

Pools

The middle part of the view includes the Storage Capacity chart, which shows the pools with the scatter chart that
uses Free as Y axis and Capacity Available Percent as X axis.

The lower part of the view includes the Storage Capacity table, which displays the following information for the
selected option (All, Pools, LUNs, Volumes, or Aggregates).

Table 18. Storage Capacity table

Screen Element Description

Name Device name.
Click the name to open the device Summary tab.

Type Device type.

Array/Filer Array or filer name.

Time to Full Time remaining until the maximum capacity is reached.

Health Score Health score. For details about how health scores are calculated, see Pool and

Volumes health scores.
Capacity Used (% Available)  Capacity currently used.
Free Capacity currently available (free).

Total Total device capacity.

Pool and Volumes health scores

Health scores are base on two criteria:
¢ How much free space exists.

¢ How much time is left until that space runs out.

Pool health scores

The code is in a derived metric, so that the heath scores are recalculated on the fly, whenever new data for a pool
is submitted. The code works as follows:

Starting score: 75%
If long term (preferred) or short term predictive data is available, the starting score is reset:
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< 14 days to full: set to 10%

< 28 days to full: set to 35%

< 84 days to full: set to 50%

> 300 days to full: set to 100%

> 200 days to full: set to 85%

> 100 days to full: set to 70%

From the starting score, the code adjusts the calculations based on the percent of free space available:
< 10%: score adjusted -30%

< 20%: score adjusted -20%

< 30%: score adjusted -10%

> 90%: score adjusted +30%

> 80%: score adjusted +20%

> 70%: score adjusted +10%

Any computed values over 100 are changed to 100%.

Any computed values < 0 are changed to 0%.

Volume health scores

Trending data for volumes is not available yet. Therefore, the health score is currently based solely on the
currently available capacity.

i | NOTE: Once the trending data becomes available for volumes, the same rules for calculating pool health
score would apply to volumes as well.

The code works as follows:

Starting score: 75%

From the starting score, the code adjusts the calculations based on the percent of free space available:
< 10%: score adjusted -30%

< 20%: score adjusted -20%

< 30%: score adjusted -10%

> 90%: score adjusted +30%

> 80%: score adjusted +20%

> 70%: score adjusted +10%

Any computed values over 100 are changed to 100%.

Any computed values < 0 are changed to 0%.

Creating Storage Reports

In the Storage Environment dashboard, you can create reports to share with colleagues. You can also copy and
edit existing reports. If the Reports tab is not displayed, your Foglight for Storage Management Administrator may
need to modify your user account to include the General Access role.

; | TIP: You can also use the Foglight for Storage Management Reports dashboard available from the Reports
link at the top of all dashboards. For more information about this dashboard, see the Foglight User Guide.
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To create a report:

1 On the Storage Environment dashboard, click the Insights tab, and then click Reports.

The Create a Report wizard opens. Use the Next and Back buttons to navigate between pages.

Follow the steps in the wizard to select a report template and specify report parameters.

Monitoring || Insights | Storage Capacity || Administration | Getting Started

Analytics Live Troubleshooter

Tasks: Recent Report History

Create a Report, . There I

Copy Existing Report

About Reports

[Z] Understanding Templates vs. Instances
[Z] Werking With Report 5
[7) Viewing R

eport History

+ Edit Existing Report

Basic Configuration

Reports

Report Configuration
by  Dekte

ii Name Cate + Lasf

FC 5w

FC Switch Ports By Link Error Rate Report

FC Switch Ports By Utilization Report

Report Inputs: FC Swiitch Ports Report

Filer Aggregates Capacity Summary

Filer Aggragates/Volumes Capacity Report

Filer Controller High Latency Report

Filer Volumes Capacity Report

Hyper-V CSV Using Luns Report

Hyper-V Using Storage Report

LUNs & Volumes used by Datastores

LUNs & Volumes used by ESXs

LUNs & Volumes used by VMWare Clusters

LUNs & Volumes used by VMWare Virtual Machines

Luns Used By Hyper-V Report

LUNs used in VMWare Environment

Time

SanStorage Posls Capacity Summary Report
Storage Array Controller Busy Report
Storage Controller Status Summary

| VMwiare Datastoras at Risk By Cluster

2 Click Finish to generate the report.
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3

Investigating Storage Devices

To find out more about the performance of a storage device and its components, you use the Storage Explorer
dashboards.

This section covers the following topics:

Introducing the Storage Explorer
Exploring a Fabric

Exploring a Switch

Exploring a Cisco VSAN
Exploring a Filer

Exploring a Storage Array

Introducing the Storage Explorer

The Storage Explorer enables you to quickly find and examine any storage device in your storage environment.
The Storage Explorer has a Topology tree—displayed in the navigation panel below the list of Dashboards—that
contains branches for Fabrics, Filers, and Storage Arrays. The fabrics in the Fabrics branch can be expanded to
show FC switches and VSANs. When you select a device from the tree, the Storage Explorer opens a dashboard
displaying details about that device.

This walkthrough describes how to open the Storage Explorer and select a storage device. If you select a top-level
device type node, such as Fabrics, the Storage Environment quick view is displayed. For more information about
the quick view, see Summary and Resource Information for each Collected Target:.

To use the Storage Explorer:

1

On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.

The Topology tree opens below the Dashboards area, containing a list of all monitored storage devices and
their status.
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2 On the navigation panel, under Topology, select a storage device. Details about the device and its
components are displayed in a Storage Explorer dashboard.

All Storage Explorer dashboards have a similar organization.
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Table 19. Storage Explorer dashboards contain the following common screen elements:

Screen Element Description

Displays and controls the period of time represented in the dashboard. The default

Time Range is the last four hours. For more information, see “Time Range” in the online help.

Displays counts of all the alarms at each severity level that are still active (not
cleared) at the end of the displayed time range. Unlike the Alarm Summary view,
the Alarm Count includes alarms for the device and all its child components. Click
an alarm count to display the alarms at that severity level.

Alarm Count
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Table 19. Storage Explorer dashboards contain the following common screen elements:

Screen Element Description

When the Summary tab is selected:

* The top view displays the same Related Inventory view and charts that are
displayed for this device in the Storage Environment quick view.

* The Summary and Resource Information view displays physical
configuration details for the selected device.

* The Alarm Summary displays device-level alarms (if any).

Summary Tab Views

Contains a tab for each type of component used by the selected device, such as
ports, drives, and disks.

When a component tab is selected:

* The top view displays key performance and/or capacity metrics for the
Component Tabs components used by this device.

* A Details view lists the components by name and displays physical
configuration details.

¢ The Alarm Summary displays component-level alarms (if any).
* Other component-specific views may be present.

Contains questions appropriate for the selected device type. For information on
FAQts Tab how to use a FAQts tab, see Asking Questions About the Monitored Storage
Environment.

Displays alarms for the selected device (on the Summary tab) or the type of

Alarm Summary component (on the Component tabs).

For information about each type of Storage Explorer dashboard, see the following topics:
= Exploring a Fabric
= Exploring a Switch
= Exploring a Cisco VSAN
= Exploring a Storage Array

= Exploring a Filer

Exploring a Fabric

The Storage Explorer’s Fabric dashboard contains information about the selected fabric and its switches as well as
all ports used by the switches in the fabric. The data displayed reflects values for the selected time range. This
walkthrough describes the contents of each of the tabs and points you to where you can drill down for more details.
To explore a fabric:

1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.

2 On the navigation panel, under Topology, expand Fabrics and select a fabric.

The Fabric dashboard opens with details for the selected fabric.

; | TIP: You can also open this dashboard from the Storage Environment dashboard by selecting a
fabric and clicking View in Explorer.

3 If the Alarm Count displays alarms, you may want to assess the alarms before continuing with this
walkthrough. Click a status count to open a list of device and component alarms. For more information, see
Assessing Storage Alarms.

4 In the Summary tab, review performance in terms of key metrics.
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The Summary tab contains the same Related Inventory view and Resource Utilization charts as the Fabric
Summary quick view described in Monitoring Fabrics. In addition, the tab includes the following views:

Summary and Resource Information. Displays physical details about the fabric.

FC Switch Detail. For each switch, displays the switch status, type of switch (physical or logical),

and current value for Data Rate, followed by details about the ISL ports and N ports belonging to the
switch. Ports details include the number of ports by alarm status and current values for Link Error

Rate and Non-Link Error Rate. Click a " Sparkline to plot metric values over the time period.

FC Switch Details

FC Switch ISL Ports N Ports =
MName Star.ls Type Data Rate Count & < & Link Error Rate non-link Error Rate  Count & < &  Link Error Rate non-Link Error Ra

nexus5010-1 @ Py Samoes 4 oo 0.0 errorsis 0.0 errorsfframe | 2 oo 0.0 errors/s nia L

mdls8 148-2, @ rhy " 236.5ME 4 ojojo 0.0 errorsjs 0.0 errors/frame 4400 0 0.0 errors/s 0.0 errors/frz

mds3148-1. @ Py Aviszoves 4 ojojo 0.0 errorsis 0.0 emrorsfframe 44000 0.0 errors/s 0.0 errorsifrz

nexus5010-2 @ P AT aisee O 000 A 0.0 errors/frame ® ojojo 0.0 errors/s 0.0 errors/frz

f T

Alarm Summary. Displays alarms on this fabric.

Click the ISL Ports tab.

Highest charts. The charts display the top three ISL ports in the fabric with the highest average
Data Rate, Link Error Rate, and Non-Link Error Rate, respectively. The tables show the average

and current values for the ports.
Highest non-Link Error Rate

Highest Data Rate Highest Link Error Rate

50

04:45 0530 08:15 07:00 0745 D08:30 04:45 05:30 D615 o7:00 07:45 08:30 04:45 05:30 08:15 0700 0745 08:30
FC Switch Port Average + Current FC Switch Port Average + Current FC Switch Port Average « Current
m fclfl 47.3MB/s 47.2 MBfs There Is No Data To Display There Is Mo Data To Display
m foijl 47.3MBjs  47.0 MB/s
m fcif2 47.0 MB/s 46.9 MB/fs

Topology Table (Inter-Switch Connections). For each switch, identifies all ISL port connections
with other switches in the fabric.

Topology Table (Inter-Switch Connections)

= FC Switch « [w¥|Port Status el Target Switch ¥8| Target Port Status

fr1j1 &  mds91ss-2, feif1 5 =
f1f2 mds$145-2, fe1/2

mds3 148-1.0 - o -~ o
fc1/45 & nexuss010-1 fe2f1 (7]
fr1/46 &  nexuss010-1 fe2f2 -]
fc1f1 &  mds914s-1, felf1 (]
fe1f2 mds3148-1 fe1/2

mds3148-2, : o = o
fc1/45 & nexussoio-1 fc2f3 [~]
fr1/46 &  nexuss010-1 fe2f4 7]
fc2j1 & | mds91ss-1 fc1fas (7]
fr2/2 mds3145-1, fe1/4s

nexus5010-1 ’ © = o
fc2/3 & | mds914s-2, o145 (7]
fea/4 & mds9Les-2. fe1/4e 7]

Port Details. For each switch-plus-port combination, displays the name and type of switch (physical
or logical) and the port name, status, and physical state. The metrics represent current values for
Rcvd Utilization, Xmit Utilization, Link Error Rate, Non-Link Error Rate, and Link Speed. Click a

"% Sparkline to plot metric values over the time period.

NOTE: When the selected fabric is a Cisco physical fabric with VSANSs, this table includes a
VSAN column that identifies the VSANs to which each ISL port is assigned.
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Port Details
FC Switch Type
nexus5010-1 Fhy
mdsS 148-2, Fhy
mds3148-2. Fhy
mdsS 148-2, Fhy
mds3148-2. Fhy
mdss 148-1, Fhy
mds3148-1. Fhy
mdss 148-1. Fhy
mds3148-1. Phy

Port
fc2/3
fr1f1
fe1f2
fr1f46
fe1/45
fc1/45
fr1f46
fr1f1
fr1f2

Status Phys State
Normal

Narmal

(<)

Normal
Narmal
Normal
Narmal
Normal

Narmal

(LA R <)

Narmal

VSAN Reovd Utilization  Xmit Utilization  Link Error Rate
VSANDOOL 0.0 % 0.0 % 0.0 errors/s
3 V5ANs T 26% —~24% 0.0 errarsfs
3V5ANs 259 ~24% 0.0 errors/s
3 V5ANs 0.0 % 0.0 % 0.0 errarsfs
3V5ANs 0.0 % 0.0 % 0.0 errors/s
3 V5ANs 0.0 % 0.0 % 0.0 errarsfs
3V5ANs 0.0 % 0.0% 0.0 errors/s
3 V5ANs ~ 2.4 % T 2.6% 0.0 errorsfs
3V5ANs — 24% 6% 0.0 errors/s

Search

non-Link Error Rate
0.0 errorsfframe
0.0 errors/frame
0.0 errorsfframe
0.0 errors/frame
0.0 errorsfframe
0.0 errors/frame
0.0 errorsfframe
0.0 errors/frame

0.0 errorsfframe

o~
Link Speed
8,000 Mb/s
3,000 Mbjs
8,000 Mb/s
3,000 Mbjs
8,000 Mb/s
3,000 Mbjs
8,000 Mb/s
3,000 Mbjs
8,000 Mby/s

4ii

3

You can add the following metrics to the table by clicking the Customizer = icon:
Frame Rate, Data Receive Rate, Data Rate, and Data Send Rate.

= Alarm Summary. Displays alarms on ISL ports.

6 Click the N Ports tab.

= Highest charts. The charts display the top three N ports in the fabric with the highest average Rcvd
Utilization, Xmit Utilization, Link Error Rate, and Non-Link Error Rate, respectively. The tables show
the average and current values for the ports.

; | NOTE: When the selected fabric is a Cisco physical fabric with VSANS, the tables include a VSAN
column that identifies the VSAN to which an N port is assigned.

Highest Rcvd Utilization Highest Xmit Utilization
—_———— EEE—— 24 — e — 24
14% 14%
0340 0410 0440 050 0S40 060 0840 070 0340 0410 0440 050 0S40 0810 0840 07:10
FC Switch Port  FC Switch VSAN Average - Current FC Switch Port  FC Switch VSAN Average = Current
m  fclf9 mds9148-2. .. |ESX 23.0% 23.0% m fc1f9 mds9148-2.... |ESK 23.0% 229 %
m  fcif15 mds3148-1.... ESX 8.4 % 8.3 % m  fc1f15 mds3148-1.... ESX 8.3 % 8.3 %
m fcif19 mds2143-1.... ESX 4.9 % 4.9 % m fc1f19 mds2148-1.... ESX 4.9 % 4.9 %
Highest Link Error Rate Highest non-Link Error Rate
03:40 0410 04:40 05:10 05:40 0@:10 06:40 07:10 03:40 04:10 04:40 05:10 05:40 0@:10 08:40 o710
FC Switch Port  FC Switch Average = Current FC Switch Port  FC Switch Average = Current
There Is Mo Data To Display There Is Mo Data To Display

= Port Details. For each switch-plus-port combination, displays the name and type of switch and the
port name, status, and physical state. The metrics represent current values for Rcvd Utilization,

Xmit Utilization, Link Error Rate, Non-Link Error Rate, and Link Speed. Click a " Sparkline to plot
metric values over the time period.

i | NOTE: When the selected fabric is a Cisco physical fabric with VSANS, this table includes a VSAN
column that identifies the VSAN to which an N port is assigned.

Port Details

FC Switch Type  Part
mdsg148-1.vf.. Phy  fclf43
mds9148-1.vf.. Phy  fcif4s
mdsg148-1.f... Phy | fclf3
mds9148-1.vf... Phy  fclfs
mdsg148-1.vf.. Phy  fclf2g
mds9148-1.vf... Phy | fcif21
md=q143-1.uf  [Phy | fr1/17

Status

ececoe

Phys State
Disabled/Suspend...
Disabled/Suspend...
Marmal
Normal
Offline (ink failure)
Normal

Mormal

VSAN

nfa
ESX
ESX
nfa
ESX

pro

Search D~ =
Uh?zt.:gon Uﬁl‘i‘zn;iigon Link Error Rate non-Link Error Rate Link Speed
nfa nja 0.0erorsfs | /3 nja| *
nia nfa 0.0 errors/s 0.0 errors/frame nfa
A01% | 03 % 0.0 errorsfs 0.0 errors/frame 4,000 Mb/s
0.0 % 0.0 % 0.0 errorsfs 0.0 errors/frame 2,000 Mb/fs
nja nfa 0.0emorsis | N3 nja
0.0 % 0.0 % 0.0 errorsfs 0.0 errors/frame 4,000 Mb/s
P o PP, P 2.0 mMhlel T

You can add the following metrics to the table by clicking the Customizer = icon:
Frame Rate, Data Receive Rate, Data Rate, and Data Send Rate.

= Alarm Summary. Displays alarms on N ports.
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To investigate further, click the name of a component on any tab:
= Click a switch name. See Exploring a Switch.
= Click a port name. See Investigating an FC Switch Port.

= For Cisco fabrics with VSANS, click the text in the VSAN column and then select a VSAN. See
Exploring a Cisco VSAN.

= Click an alarm. See Assessing Storage Alarms.

To change the fabric name to a more user-friendly name, click the fabric name in the Summary and
Resource Information panel.

The Change Fabric Name dialog appears, allowing you to enter a new name.

Exploring a Switch

The Storage Explorer’'s FC Switch dashboard contains information about the selected Fibre Channel switch and all
ports used by the switch. The data displayed reflects metric values for the selected time range. This walkthrough
describes the contents of each of the tabs and points you to where you can drill down for more details.

To explore a switch:

1
2

On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.
On the navigation panel, under Topology, expand Fabrics, expand the target fabric, and select a switch.

The FC Switch dashboard opens with details for the selected switch.

;i | TIP: You can also open this dashboard from the Storage Environment dashboard by selecting a
switch and clicking View in Explorer.

If the Alarm Count displays alarms, you may want to assess the alarms before continuing with this
walkthrough. Click a status count to open a list of device and component alarms. For more information, see
Assessing Storage Alarms.

In the Summary tab, review performance in terms of key metrics.

The Summary tab contains the same Related Inventory view and Resource Utilization charts as the FC
Switch Summary quick view described in Monitoring Fabrics. In addition, the tab includes the following
views:

= Summary and Resource Information. Displays physical details about the switch.

= Topology Table (Inter-Switch Connections). Brocade logical switches only. For each switch,
identifies all ISL port connections with other switches in the fabric.

= Alarm Summary. Displays alarms on the switch.

Click the ISL Ports tab, if available.

; | NOTE: This tab is hidden when the switch is a Brocade logical switch that uses only logical ISL ports
for inter-switch connections. No metrics are available for logical ISL ports. The Topology Table (Inter-
Switch Connections) table appears on the Summary tab instead.

Displays the same information as the ISL Ports tab on the Fabric dashboard, but the data reflects only the
ISL ports used by the selected switch. For more information, see Exploring a Fabric.

Click the N Ports tab.

Displays the same information as the N Ports tab on the Fabric dashboard, but the data reflects only the
N ports used by the selected switch. For more information, see Exploring a Fabric.

To investigate further, click the name of a component on any tab:
= Click a port name. See Investigating an FC Switch Port.
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= For Cisco fabrics with VSANS, click the text in the VSAN column and then select a VSAN. See
Exploring a Cisco VSAN.

= Click an alarm. See Assessing Storage Alarms.

Exploring a Cisco VSAN

The Storage Explorer's VSAN dashboard contains information about the selected Cisco VSAN and all ports that
are part of the VSAN. The data displayed reflects metric values for the selected time range. This walkthrough
describes the contents of each of the tabs and points you to where you can drill down for more details.

To explore a VSAN:

1
2

On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.

On the navigation panel, under Topology, expand Fabrics, expand a Cisco fabric with VSANSs, and select a
VSAN.

The VSAN dashboard opens with details for the selected VSAN.

TIP: You can also open this dashboard from the Storage Environment dashboard by selecting a
VSAN and clicking View in Explorer.

If the Alarm Count displays alarms, you may want to assess the alarms before continuing with this
walkthrough. Click a status count to open a list of device and component alarms. For more information, see
Assessing Storage Alarms.

In the Summary tab, review performance in terms of key metrics.

The Summary tab contains the same Related Inventory view and Resource Utilization charts as the VSAN
Summary quick view described in Monitoring Fabrics.

Click the ISL Ports tab.

Displays the same information as the ISL Ports tab on the Fabric dashboard, but the data reflects only the
ports that are part of the selected VSAN. For more information, see Exploring a Fabric.

Click the N Ports tab.

Displays the same information as the N Ports tab on the Fabric dashboard, but the data reflects only the
ports that are part of the selected VSAN. For more information, see Exploring a Fabric.

To investigate further, click the name of a component on any tab:
= Click a port name. See Investigating an FC Switch Port.

= Click an alarm. See Assessing Storage Alarms.

Exploring a Filer

Foglight for Storage Management supports NetApp filers. NetApp uses the word aggregate instead of pool, but the
metrics collected for aggregates and pools are similar. In some filer views, in particular the views on the LUNs tab
and Disks tabs, the word pool may be displayed instead of aggregate, but in this context it refers to aggregates.

The Storage Explorer’s Filer dashboard contains information about the selected filer and its child components. The
data displayed reflects values for the selected time range. This walkthrough describes the contents of each of the
tabs and points you to where you can drill down for more details.

To explore a filer:

1

On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.

2 On the navigation panel, under Topology, expand Filers and select a filer.
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The Filer dashboard opens with details for the selected filer.

; | TIP: You can also open this dashboard from the Storage Environment dashboard by selecting a filer
and clicking View in Explorer.

3 In the Summary tab, review performance in terms of key metrics.

The Summary tab contains the same views as the Filer Summary (Selected Filer) quick view described in
Monitoring Filers. In addition, the tab includes the following views:

= Summary and Resource Information. Displays physical details about the filer.
= Alarm Summary. Displays alarms on the filer.

4 Click the Controllers-Ports tab.

= Controllers. The charts display the controllers with the highest average Data Rate and Ops Rate.
The table displays current values for each of the charted metrics, plus Latency by block and file and
the most severe alarm status on the FC ports and IP ports associated with this controller.

Controllers A
Highest Data Rate Most Operations
Bytes Read + Write Ops Read + Write
5 4 220
N o
/N 125 P 1405
— ./ . _— — N . N — i
T W Y +—
07:50 08:20 08:50 08:20 08:50 10:20 10:50 11:20 07:50 08:20 08:50 08:20 08:50 10:20 10:50 120
Name A Current Name Av Current
W cepheus .0 MB/fs 830.7KBfs B  cepheus 79.0 opsfs
Controller Status » State Data Rate Ops Rate Latency (block) Latency (fle) FC Ports Status TP Ports Status =
cepheus © (tomal | A g3.7kBf N 7300055 M. 465.7us M 1a12us @ o

= Ports. Select a controller from the Show Ports for Controller list. The ports associated with the
selected controller are displayed, however the port’s physical state and performance metrics are
unavailable for NetApp filers. The IP ports shown are used for iSCSI I/O to LUNs traffic.

Ports
Show Ports for Controller: | cepheus

FC Ports - Highest Data Rate FC Ports
Bytes Read +Write Port Name Status » PhyState Data Rate (n/p by Vendor) Ops Rate (n/p by Vendor) =
5002095 167494748 & Unknown nfa nfa 4
500a098287494748 (7] Unknown nfa nfa
08:45 0990 10415 1100 1145 500a038387494748 & Unknown  nfa nfa
Por C 500a098487494748 (7] Unknown nfa nfa
There Is |
IP Ports - Highest Data Rate IP Ports
Bytes Read +Write Port Name Status Phy State Data Rate (nfp by Ops Rate (nfp by =
- Vendor) Vendor)
ign.1992-08.com.netapp:sn. 118060807 @&  Unknown n/a nja

08:45 09:30 10:15 11:00 11:45 12:30

ew | Current

= Alarm Summary. Displays alarms on controllers and ports.
5 To investigate further, click the name of a component:

= Click a controller name. See Investigating a Controller.

= Click a port name. See Investigating an Array/Filer Port.

= Click an alarm. See Assessing Storage Alarms.

6 Click the Aggregates tab.

= Lowest Available Capacity. Displays the five aggregates with the lowest average value for
Available Usable Capacity over the time period.
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= Most Overcommitted Aggregates. Identifies up to five of the most overcommitted aggregates,
and displays current values for Advertised NASVolumes Size, Total Usable Capacity, and Used
Capacity.

Top 5 Aggregates e

Lowest Available Capacity Most Overcommitted Aggregates

86O H -

5.0%Free  38.0 % Free 57.0 %Free 62.0%Free 99.0 % Free

Agaregate Available Capacity %% Available »
W aggrd 5.2GE 5.0 %
aggrl 466.1GB 38.0 %
agard 347.4GB 57.0 % e
agar? 990.7 GB 62.0 %
W agard 681.2GB 99.0 % [l #dvertised NAS\blumes Size [J] Total Usable Capacity [l Used Capacity

= Aggregate Details. For each aggregate, displays the aggregate name, status, and current values
for Total Usable Capacity, Available Usable Capacity, % Available, Advertised NASVolumes Size,
and Overcommitment.

Aggregate Details -
Search 2| =
Mame Status ~ Total Usable Capacity Available Capacity % Available  Advertised NASVolumes Size Overcommitment Time Until Full (per available history)
aggrd e 92.0GB 5.2GB 5 . 86.2GB = 1year -
aggrl e 1.2TE 466.1GB 38 Yo m— 725.0GB > 1year
agar2 e L6TB 950.0 GB B0 Yo m— 15.2TB 14.7TB > lyear
agars & 631.2GE 681.2GE 00 T e 0.0 MB nfa
aggr4 e 1.4TB 847.4GB 57 Uh mm— 625.0GB = 1year

= Alarm Summary. Displays alarms on aggregates.
To investigate further, click the name of a component:
= Click an aggregate name. See Investigating an Aggregate.

= Click an alarm. See Assessing Storage Alarms.

7 Click the NASVolumes tab.

This view lets you quickly see the top 15 NASVolumes with a selected metric, averaged over the selected
time period.

Selecting the time period “for current” shows the NASVolumes with the worst current metric.

Selecting the time period “last 30 minutes, last hour, last 4 hours” shows the NASVolumes with the worst
average values in that time period.

; | NOTE: The selected time range looks at the average of values from collections that completed
between the time at the end of the zonar, and the selected period before that.

The bars in the Average column show the values of the other items' metric relative to the first (highest)
item.

Storage Explorer G+ Fridsy, March 6, 2015 5:41 PM - Now 4 hours | [&] Repors »

Your Trial License for Foglight for Storage Management will |

Faral]

-== Filer: cepheus Alarms

Summary | Controllers -Ports || Aggregates || NASVolumes | LUNs | Disks || FAQts | Advanced Find

Show NASVolumes With  Highest average data rate ~ forlast 30 minutes -
. Pool [ Agaregate Average Data Rate for last 30 minutes Other metrics for last 30 minutes T =
Average Average Current Latency Ops Rate
B fvolfvol2 aggr2 —— 179.4KBfs 288.3KB/s 0.1ms 19.2 opsfs 14.8TB ~
B3 fvolfvole agagr4 — 50.2 KBfs 46,0 KBfs 0.1ms 6.0 ops/s 151.8 GB
B fvolfvoll agar i — 43.1KB/s 60.7 KBfs 0.1ms 7.8 opsfs 163.5 GB =
B3 fvolfvold aggr0 [ ] 14.3KBfs 14.7KB/s 0.0ms 81.9 ops/fs 82.2GB
B3 fvolfun_15_ds15_vol aggr? 990.2B/s 2.3KBfs 0.0ms 0.3 ops/s 26.0 GB
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Click on a name in the table, and summary details about that item will be displayed in details panel below.
This panel will display the exact time period of the completed collections in the selected timerange.

-

¥ NASVolume: [vol/vol2

=+ Explore Friday, March &6, 2015 9:16:02PM -9:37:02PM 21 minutes
Status: & nNormal Ops Rate R/W Latency
= Filer: e cepheus
32 181

Physical State: MNormal =

—— Read — a . = - I
wFiler: cepheus — \iite 15s — Latency/ap 146
Aggregate: & agor2 — ——

21:20 21:28 2MaA0 2135 220 2130

Thin-Provisioned?: true i i
Advertised Size: 16.0 TB Dats Rate Free Capacity -
Used Capadty: 1.2TB a70
Used in Monitored false — Read .-
Environment? — \lite w

= —L 10
21:20  21:25 21:30 21:35 Free : 14.8 TB (92.0 %)

To further investigate the selected item, click Explore in the details panel. See Investigating a NASVolume.
= Alarm Summary. Displays alarms on NASVolumes.
To investigate further, click an alarm. See Assessing Storage Alarms.
8 Click the LUNSs tab.

9 Click the Disks tab.

NOTE: To investigate a NASVolume, LUN, or Disk that is not included in the Top 15 items on the
NASVolumes, LUNSs, or Disks tab, use the Advanced Find functionality on the Advanced Find tab to
query for the desired items. For more information, see Advanced Find.

Exploring a Storage Array

The Storage Explorer’s Storage Array dashboard contains information about the selected storage array and its
child components.

The tabs displayed on the dashboard differ depending on the selected storage array:
¢ Non-Clustered Storage Arrays (supported storage arrays except EqualLogic and Isilon)
* Dell EqualLogic Storage Array
e EMC Isilon Storage Array
e EMC VPLEX Storage Array

Non-Clustered Storage Arrays

Most supported storage arrays are displayed as described in this walkthrough. If you are using Dell EqualLogic
arrays, EMC lIsilon arrays, or EMC VPLEX arrays, see Dell EquallLogic Storage Array, EMC lIsilon Storage Array,
or EMC VPLEX Storage Array instead.

This walkthrough describes the contents of each of the tabs and points you to where you can drill down for more
details. The data displayed reflects values for the selected time range.
To explore storage arrays:

1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.

2 On the navigation panel, under Topology, expand Storage Arrays and select a storage array.
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The Storage Array dashboard opens with details for the selected storage array.

; | TIP: You can also open this dashboard from the Storage Environment dashboard by selecting an
EqualLogic storage array and clicking View in Explorer.

If the Alarm Count displays alarms, you may want to assess the alarms before continuing with this
walkthrough. Click a status count to open a list of device and component alarms. For more information, see
Assessing Storage Alarms.

In the Summary tab, review performance in terms of key metrics.

The Summary tab contains the same views as the Storage Array Summary (Selected Storage Array) quick
view described in Monitoring Storage Arrays. In addition, the tab includes the following views:

= Summary and Resource Information. Displays physical details about the storage array.
= Alarm Summary. Displays alarms on the storage array.
Click the Controllers-Ports tab.

= Controllers. The charts display the controllers with the highest average Data Rate, Ops Rate, and
% Busy, if available. The table displays current values for each of the charted metrics, plus Latency
if available, and the most severe alarm status on the FC ports and IP ports associated with this

controller.
Controllers -
Highest Data Rate Most Operations Busiest
Bytes Read + Write Ops Read + Write % Busy
43 1000 g
e/ N o~ T - — e 1
7
0800 08:46 0930 10: 10 1148 0800 0246 09:30 10316 11:00 1145 08:00 0845 09:30  10:6 1100 11:46
Controller Average Current Controller Average Current Controller Average Current
m SN 5017 11.6 MBJs 7.5MB/fs m SN 5017 581.8ops/s 495.0 ops/s m SN 5017 2.2 % 2.0 %
Controller Status » State Data Rate Ops Rate % Busy Latency (blodk) FC Ports Status IP Ports Status =
SN 5017 @ (Momad N gswee /" 495.0 opsfs " 20m " 146ms @ @

= Ports. Select a controller from the Show Ports for Controller list. The chart will display port
utilization distribution, if the array provides the operating link speed of the ports. Otherwise, the Data
Rate of the 3 busiest ports will be displayed. The tables will display all available current metrics for
each port.

Ports -

Show Ports for Controller: SN 5017

FC Ports - Utilization Distribution FC Ports
FC Parts - Utilization Distribution Part Mame Status +  Phy State Send Uil Rev Ut Data Rate  OpsRate =
4 5000d31000139907 @ Normal | giey  _0.0% | —nia | b
5000d31000139309 (V] Normal  ~_ .49 A_01% | Nrna A
2 5000d3100013990b ] Normal 0.0 % 00% |~V
5000d3100013590d [~] Normal 0.0 % 0.0%  _nfa
[
0% EURY 50 % 0% a0 %
[ Revd [ xmit -
IP Ports - Highest Data Rate IP Ports
Bytes Read +Write Port Name Status v Phy State Data Rate Ops Rate =
2400 ign. 2002-03.com. lent: 5000d31000133504 Normal \ =
| . § ign com. compelien e lormal 1.1 MBJ’S 72,8 UDSf’S
[ ‘-»,”\ N . w ign.2002-03.com. compellent: 5000431000 139905 @ Mormal 0.0B/e 0.0 ops/e

18:30 18:15  20:00

Port

22015

W ign,2002-03.com.c.. 1.2 MBfs 1.1MB/fs

Alarm Summary. Displays alarms on controllers and ports.
To investigate further, click the name of a component:

= Click an aggregate name. See Investigating an Aggregate.
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= Click an alarm. See Assessing Storage Alarms.
6 Click the Pools tab.

= Show Top 15/All Pools/Pools w Thin LUNs With ... This view lets you quickly see the top fifteen
or all LUNs with a selected metric, averaged over the selected time period. The performance
metrics that may be available for selection, depending on the array type, include:

s R/w latency
= Average queue depth
= Datarate
= Ops rate to disk
The capacity metrics that may be available for selection, depending on the array type, include:
= Least time until full
o Least or most available usable capacity
= Least or most available raw capacity
Selecting the time period “for current” shows the LUNs with the worst current metric.

Selecting the time period “last 30 minutes, last hour, last 4 hours” shows the LUNs with the worst
average values in that time period. These time periods are available only for performance metrics.

; | NOTE: The selected timerange looks at the average of values from collections that completed
between the time at the end of the zonar, and the selected period before that.

The bars in the Average column show the values of the other items' metric relative to the first
(highest) item.

Summary | Controllers -Ports || Pools | LUNs | Disks | FAQts || Advanced Find

Show  all - Pools w With Highest average ops rate to disk for current -
N Ops Rate to disk for current Other performance metrics for current
=me Average Average Current Data Rate
& Concrete storage pool 0000 for APM00101301407 storage system —— 261.6 opsfs 261.6 ops/s 1.9 MB/fs
& Thin Pool 0 — 190.6 opsfs  190.6 ops/s 2.3MBfs

NOTE: Selecting Pools w Thin LUNs is useful for monitoring Pools whose available capacity
can change quickly because it contains thin-provisioned LUNSs.

Click on a name in the table to display summary details about that item in the details panel below.
This panel displays the exact time period of the completed collections in the selected timerange.

; | NOTE: For Hitachi USP and VSP arrays, only user created Dynamic Provisioning (DP) pools

are monitored.

By Pool: Thin Pool 0

=) Explore Tuesday, March 10, 2015 1:58 PM -Now 4k
Status: @ Critical Ops Rate Capacity
Storage Array: @ APMD0101301407 Total Advertised LUNs Size
Physical State: Mormal Total Usable Capacity
Advertised LUNs Size:  6.9TB —— Read Auailable Usable Capasity
——Wirte
Total Usable Capadity:  5.4TB 001 2 3 4 6 8 7
Available Usable 33.0 GB T
Capadty: Data Rate
Owercommitrnent: 1.6TB
Time Until Full: {per 22.0days
available history)
—— Read B
——Wirite:

To further investigate the selected item, click “Explore” in the details panel.

= Alarm Summary. Displays alarms on pools.
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To investigate further, click an alarm. See Assessing Storage Alarms.
Click the LUNs tab.
Click the Disks tab.

Click the Advanced Find tab to investigate a LUN or Disk that is not included in the Top 15 items on the
LUNSs or Disks. Use the Advanced Find functionality to query for the desired items. For more information,
see Advanced Find.

Dell EqualLogic Storage Array

Foglight for Storage Management monitors Dell EqualLogic array groups. In the interface, groups are categorized
as Storage Arrays, and array members are called Member Nodes or simply Members.

This walkthrough describes the contents of each of the tabs and points you to where you can drill down for more
details. The data displayed reflects values for the selected time range.

To explore an EqualLogic storage array:

1
2

On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.
On the navigation panel, under Topology, expand Storage Arrays and select an EqualLogic group.

The Storage Array dashboard opens with details for the selected EquallLogic group.

i | TIP: You can also open this dashboard from the Storage Environment dashboard by selecting a
storage array and clicking View in Explorer.

If the Alarm Count displays alarms, you may want to assess the alarms before continuing with this
walkthrough. Click a status count to open a list of device and component alarms. For more information, see
Assessing Storage Alarms.

In the Summary tab, review performance in terms of key metrics.

The Storage Explorer's Summary tab contains the same views as the Storage Environment’s quick view for
EquallLogic storage arrays:

= Related Inventory. Contains alarm summaries for the selected storage array and its member
nodes, IP ports, pools, LUNs, and disks.

= Storage Capacity Summary. Displays current values for Total Advertised LUNs Size and Capacity
Provisioned to LUNSs.

= Network Ports Utilization. Plots aggregated current values for Send Util and Rcv Util over the time
period.

= Pools with Severe or High Pressure on Available Usable Capacity:
= Displays the pools that have the most significant, near-term capacity issues.
= Shows the available usable capacity in the table, the % available, and over commitment.
= Shows the estimated time when the pool capacity will be full, if available.
= The cylinders are colored to show the % of available capacity in the pool.

= LUNSs/Disks States. Plots the percentage of disks and LUNSs in the storage array in problem states.
Problem states are reported by the vendor. Resolving these issues may improve LUN performance.
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Related Inventory Resource Utilization
N N Storage Capacity Summary Network Ports Utilization
5o LW o® =
1 001 0 o T
Total Advertised LUNs Size
%*
Member Nodes & A G " .
- 4 s 2 20 Capacity Provisioned to LUNs
1750 1805 1820 1835
o o w " & “@ 50 — Send Util— Rev Ut
IP Ports & 4
16 0 0 0 16 Pools with Severe or High Pressure on Available Usable Capacity LUNs/Disks State
Podls 4 ac Q 8 %
3
& e 13.0 % Free  12.0 % Free
Pol Available % Time to Over
LUNs O i e Capadty Available Full Commit 17:50 18:10 18:30
E] 31 o 0 0 3 m pooll 628G 13.0% nja nja
—— % LUNs in failed or offine state
sata-pool 8L3GB 12.0% nfa 22.6GB % LN in degraded state
—— % LUNs rebuilding
Disks & 4 a —— % Disks in failed or offine state
] 96 o 0 0 %

In addition, the tab includes the following views:
= Summary and Resource Information. Displays physical details about the storage array.
= Alarm Summary. Displays alarms on the storage array.

Click the Network tab.

= Network Summary. Identifies the load on the network, in terms of Send Util and Rcv Util, and the
Packet Errors % over the time period.

Network Summary -
Network Load Packet Error %
Yoo Yoo
a0 a0
60 60
% %
40 40
20 20
05:20 0S50 020 OBAD 0720 0TS0 0820 08:S0 05:20 0S50 020 OBAD 0720 0TS0 0820 08:S0
—— send Util —— Rev Lt —— Packet Emor %

= Port Status Filter. Click to show only ports with the selected status in the Port Details table.

= Port Details. For each member-plus-port combination, displays current values for Data Rate, Send

Util, Rev Util, Packet Errors %, and Link Speed. Click a " Sparkline to plot metric values over the
time period. Also displays the member’s IPv4 and IPv6 addresses, if available.

<7 Port Status Filter [ Unget]

[3

Port Details
Member «  Port Status  Phys State Data Rate Send Ut Rev Util Packet Errors Link Speed IPv4 IPve =
PS4000-1  ethd @ Normal - ga s vBfs 6.0 % 054 % 0.0%  1.000.0Mbjs P
PS4000-1 ethl Q Mormal ‘13,7 MB/s 5.7 % TT58% 0.0 % 1,000.0 Mb/s

= Alarm Summary. Displays alarms on ports.
Click the Pools-Members tab.

= Highest charts. Display the pools with the highest average value for Ops Rate and Latency. Also
shows aggregated values for Total Advertised LUNs Size and Capacity Provisioned to LUNs for all
members.
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Pools

Ops Rate to Disks Latency Capacity

38400
ESSGOO &

7500 R

600

sysdo

05:30 08:15 07:00 07:45 082:30 0a:1s 05:30 0615 0700 0745 08:30 0015

@
2
Pool Average v | Current Pool Average w | Current

m  default 0.0 opsfs nfa m  default 38.5ms 38.8ms oo

default
[l Advertised LUNs Size [l Provisioned to LUNs

= Pool Details. For each pool, displays its name, status, and current values for Data Rate, Ops Rate,
Latency, Average Queue Depth, Total Advertised LUNs Size, Total Usable Capacity, Available

Usable Capacity, Capacity Provisioned to LUNs, and Overcommitment. Click a *" Sparkline to
plot metric values over the time period. Also identifies pool members.

Pool Details £

Ops Rate to Avg Q Adv LUNs Usable Available Usable Provisioned Usable N )
MName Status  Data Rate Disks Latency Depth Size e Cpacty Capacity Overcommittment Members
defadt @ 7 71.3mBs nfa " ssams "2 514.1GB 1378 403.1GB 465.3GB nja PS4000-1

= Member Details. For each member, displays its name, parent pool, status, and current values for
Data Rate, Ops Rate, Latency, Send Util, Rcv Util, Total Usable Capacity, % Used, and % of Pool.
Also displays the RAID level in use for the member.

HMember Details -

MName Pool Status Data Rate Ops Rate Latency Send Ut Rov Ut Usable Capacity % Used % of Poal RAID Policy 35
P34000-1 | default ~~715MBfs "\ 579.6 opsfs 0.0ms ——159% —16.1% L3TB 35 O 100) Yy mem raid50-nospares

= Alarm Summary. Displays alarms on pools and members.
7 Click the LUNSs tab.
8 Click the Disks tab.
9 To investigate further, click the name of a component on any tab:
= Click a port name. See Investigating an Array/Filer Port.
= Click an array member name. See Investigating an EqualLogic Member.
= Click a pool name. See Investigating a Pool.
= Click an alarm. See Assessing Storage Alarms.

10 Click the Advanced Find tab to investigate a LUN or Disk that is not included in the Top 15 items on the
LUNSs or Disks. Use the Advanced Find functionality to query for the desired items. For more information,
see Advanced Find.

EMC VPLEX Storage Array

Foglight for Storage Management monitors EMC VPLEX clusters. In the interface, clusters are categorized as
VPLEX Clusters.

This walkthrough describes the contents of each of the tabs and points you to where you can drill down for more
details. The data displayed reflects values for the selected time range.
To explore a VPLEX storage array:

1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.

2 On the navigation panel, under Topology, expand VPLEX Clusters and select a VPLEX cluster.

The Clusters dashboard opens with details for the selected VPLEX cluster.
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TIP: You can also open this dashboard from the Storage Environment >Virtualization dashboard by
selecting an VPLEX storage array and clicking View in Explorer.

If the Alarm Count displays alarms, you may want to assess the alarms before continuing with this

walkthrough. Click a status count to open a list of device and component alarms. For more information, see
Assessing Storage Alarms.

In the Summary tab, review performance in terms of key metrics.

The Storage Explorer's Summary tab contains the same views as the Storage Environment’s quick view for
VPLEX storage arrays:

Related Inventory. Contains alarm summaries for the selected cluster and its directors, frontend
ports, backend ports, virtual volumes, storage volumes, storage arrays, and fabrics.

Top directors charts. Lists top 3 directors by CPU usage, Heap Usage, Data Rate and Ops.
Engine Information. Displays physical details about the VPLEX array.

Alarm Summary. Displays alarms on the VPLEX array.

5 Click the Storage Volumes tab.

Top 5 Storage Volumes. Lists top 5 storage volumes of highest average latency.

Storage Volumes Status Filter: Click to show only storage volumes with the selected status in the
Storage Volumes Detail table.

Storage Volumes Detail table. For each storage volume, displays its name, status, 10 status,
Operational Status, Source, Capacity, Latency, and LUN used by this storage volume.

Alarm Summary. Displays alarms on the Storage Volume.

To investigate further, see Investigating a Storage Volume on page 140.

6 Click the Directors - Ports tab.

Top 3 Directors. Displays the top three back-end/front-end directors with the highest average value
for Data Rate, Operations, and Errors. The charts plot values over the time period, while the tables
show the average and current values for each director.

Top 3 Ports. Displays the top three back-end/front-end ports with the highest read and writer bytes.
The charts plot values over the time period, while the tables show the average and current values
for each port.

Backend Ports table for each director.
Frontend Ports table for each director.
Alarm Summary. Displays alarms on directors.

To investigate further, see Investigating Director - Ports on page 138.

7 Click the Virtual Volumes tab.

Top 5 Virtual Volumes. Displays the top five virtual volumes by Data Rate, Average Latency and
Ops Rate.

Virtual Volumes Status Filter: Click to show only virtual volumes with the selected status in the
Virtual Volumes Detail table.

Virtual Volumes Detail table. For each virtual volume, displays its name, status, Operational State,
Health State, Supporting Device, Latency, Data Rate, Ops Rate, and Capacity.

Alarm Summary. Displays alarms on virtual volumes.

To investigate further, see Investigating a Storage Volume on page 140.
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EMC Isilon Storage Array

Foglight for Storage Management monitors EMC Isilon clusters. In the interface, clusters are categorized as
Storage Arrays, and the nodes are called Member Nodes or simply Members.

This walkthrough describes the contents of each of the tabs and points you to where you can drill down for more
details. The data displayed reflects values for the selected time range.
To explore an Isilon storage array:

1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.

2 On the navigation panel, under Topology, expand Storage Arrays and select an Isilon cluster.

The Storage Array dashboard opens with details for the selected Isilon cluster.

; | TIP: You can also open this dashboard from the Storage Environment dashboard by selecting an
Isilon storage array and clicking View in Explorer.

3 If the Alarm Count displays alarms, you may want to assess the alarms before continuing with this
walkthrough. Click a status count to open a list of device and component alarms. For more information, see
Assessing Storage Alarms.

4 In the Summary tab, review performance in terms of key metrics.

The Storage Explorer's Summary tab contains the same views as the Storage Environment’s quick view for
Isilon storage arrays:

= Related Inventory. Contains alarm summaries for the selected storage array and its member
nodes, external ports, internal ports, pools, and disks.

= |IFS Capacity. The chart displays IFS Capacity: Free and IFS Capacity Used for the IFS file system.
In addition, the following metrics pairs are displayed:

- IFS Capacity: Total and IFS Capacity: Free
- IFS Capacity: HDD Total and IFS Capacity: HDD Free
- IFS Capacity: SDD Total and IFS Capacity: SDD Free

= Average CPU Busy %. Displays the aggregate value of % Busy for all nodes in the array over the
time period.

= File System Throughput. Plots Data Read Rate and Data Write Rate to the file system over the
time period.

= Disk System Throughput. Plots Data Read Rate and Data Write Rate to the disk over the time
period.

= External Network Throughput. Plots the Rcv Data Rate and Send Data Rate for the external
network over the time period.

TIP: If you prefer to see the Send Util (% of max) and Recv Util (% of max) based on the rated
maximum speeds of the ports (actual port speeds are not available from Isilon arrays) in the external
network, ask your Foglight for Storage Management Administrator to edit the registry variable
StSAN_StoragePortShowUtilMax and set ISLN_E IP=true.

= Internal Network Throughput. Plots the Rcv Data Rate and Send Data Rate for the internal
network over the time period.

= Clients. Plots clients connected versus clients that are actively using the network over the time
period.
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Related Inventory Resource Utilization
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In addition, the tab includes the following views:
= Summary and Resource Information. Displays physical details about the storage array.
= Alarm Summary. Displays alarms on the storage array.

Click the Network tab.

Use this tab to understand network utilization and packet errors by port.

External Network Summary

= Charts. Plot aggregated values for Send Data Rate and Rcv Data Rate, and Packet Errors % for
the external network connections over the time period.

= Port Status Filter. Click this link to show only ports with a selected status in the Port Details table.

= Port Details. For each port used by the external network, identifies the port name, parent node,
status, physical state, and current values for Send Data Rate, Rcv Data Rate, and Packet Errors %.

Also displays the maximum speed of the port. Click a " Sparkline to plot metric values over the
time period.

i | NOTE: When the registry variable StSAN_StoragePortShowUtilMax is set to show port utilization,
this table also displays Rcv Util and Send Util.

= Alarm Summary. Displays alarms on ports used by the external network.

External Network Summary -
= 0 = 100
— Send Rate R A N o A = ;'E —_ Packet Bmor % *
—RevRae A @"%\__.7 A \n=§z\=\ kf“‘\__- i
D615 D645 07:15 07:45 08:15 08:45 08:15 08:45 DB:15 06:45 07:15 0746 0B:15 0245 00:15 0945

<7 Port Status Filter [ Unset ]

Port Details
Name & MNode Status Phys State Send Data Rate Rcv Data Rate Error Rate Max Port Speed =
Liext-1 islonduster2-1 e Mormal I a9 KBls W KBfs 0.0 % 1.0Gbfs *
liext-2 isilonduster2-1 & Mormal <N 0.0B/s 197.2B/s 0.0 % 1.0Ghb/fs
liext-agg islonduster2-1 e Mormal /Nag KBls N 2.3kBl 0.0 % 2.0Gbfs
2iext-1 isilonduster2-2 & Mormal /143.28/s \ 72.38/ 0.0 % 1.0Gb/s
2iext-2 isiloncluster2-2 & Mormal /N az8js 120.83B/s 0.0 % 1.0Gb/fs
2iext-agg isilonduster2-2 & Mormal / 1840 Bis AN\ 290.48/s 0.0 % 2.0Gb/s
- e .. o e - . . - P LT
Alarm Summary
Sev Time Type Instance Mame Message =]
There Is No Data To Display

Internal Network Summary

= Charts. Plot aggregated values for Send Data Rate, Rcv Data Rate, and Packet Errors % for the
internal network connections over the time period.
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Port Status Filter. Click this link to show only ports with a selected status in the Port Details table.

Port Details. For each port used by the internal network, identifies the port name, parent node,
status, physical state, and current values for Send Data Rate, Rcv Data Rate, and Packet Errors %.

Also displays the maximum speed of the port. Click a " Sparkline to plot metric values over the
time period.

NOTE: When the registry variable StSAN_StoragePortShowUtilMax is set to show port utilization,
this table can also display Rcv Util and Send Util.

Alarm Summary. Displays alarms on the external network and its ports.

6 Click the Member Nodes tab.

Top 5 Nodes. Displays the top five member nodes with the highest average value for Data Rate,
Latency, and % Busy. The charts plot values over the time period, while the tables show the
average and current values for each node.

Top 5 Hodes -
Highest Data Rate Highest Avg Disk Latency Busiest CPUs
40 32
- wE ;A-. A 18 %
| — ™ \
= = [ AN J ——|
0630  O7:16 0200 0845 0030 10:15 0630 07:16  08:00 0846 00:30  10:1§ 0630 O7:16 0800 0246 09:30 1006
Mode Average Current Node Average Current Node Average = Current
B isilonduster2-1 30.3MB/s 32.9MBfs B isilonduster2-1 97.5us 86.4us B isilonduster2-1 5.2% 5.0 %
W isiloncluster2-5 12.9MBfs 14.1MBfs m isiloncluster2-3 78.5us 86.3us B isilonduster2-4 0.0 % 0.0 %
W isioncluster2-2 2.2 MBfs 10.1MBfs W | isiloncluster2-2 77us 56.3us W | isiloncluster2-3 0.0 % 0.0 %
B isilonduster2-4 5.2 MBfs 5.6 MBfs B isilonduster2-4 73.0us &4, 1us B isiloncuster2-5 0.0% 0.0 %
m isiloncuster2-3 2.0 MB/fs 2.2 MBfs m isilonduster2-5 0.0 ms 0.0ms m | isiloncluster2-2 0.0% 0.0 %

Node Status Filter. Click to show only member nodes with the selected status in the Node Details
table.

Node Details. For each member node, displays its name, status, physical state, and current values
for Data Rate, % Busy, Latency, L2 Cache Hit Rate, IFS Capacity, and IFS Capacity: Free. Also
displays the worst status of the node’s disks, external network ports, and internal network ports, and

identifies the node’s parent pool. Click a " Sparkline to plot metric values over the time period.

:\7 Node Status Filter [ Unset |

Node Details -
Avg Disk L2 Cache Hit F5 Disks Ext Int g
MName & Status State Data Rate CPU % Busy e Rate Capacity IFS Free Status  Ports  Ports Pool
isionduster2-1 @& Normal | /30 gmeis (o500 —Masaus AN 10009 10.0TB| 10,0 TE ee—— & & nplg_t200ox
isionduster2-2 @ | Normal /" 19,1 MB/s 0.0% ~JSsezus VYV 10000 10.0TB | 10,0 7D e—— [~] & np_ig_12000x
isionduster2-3 | @ | Normal aamei | Moo Mves3us Y 100.0% 2 10.0TB | 10,0 TE ee—— ® & nplig_t2000x
isionduster2-4 &  Normal <" 5.6 MBJs fo0% SSe4ius \ 100,00 10.07B 10,0 TE ee—— [~] & np_ig_12000x
isionduster2-5 @ | Normal | /" 14 1 MBS 0.0 % 0.0ms nfa 0.0MB 0.0TE (7] (] nfa
You can add the following metrics to the table by clicking the Customizer -= icon:

L1 Cache Hit Rate, Send Data Rate and Rcv Data Rate. You can also choose to display other Isilon
details, such as Total Disk IOPS and Model.

Alarm Summary. Displays alarms on nodes.

7 Click the Pools tab.

Top 5 Pools. Displays the top five pools with the highest average value for Data Rate and Latency,
and the lowest average value for L2 Cache Hit Rate. The charts plot values over the time period,
while the tables show the average and current values for each pool.
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Top 5 Pools

Highest Data Rate Highest Awvg Disk Latency Lowest L2 Cache Hit Rate
A 2 ] 160
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Pool Average - Current Pool Average = Current Pool Average = Current
W np_ig_12000x 735.9KB/s  465.2KBEfs W np_ig_12000x 54.9us 43.4us W np_ig_12000x 33.0 % 100.0 %

Pool Status Filter. Click to show only pools with the selected status in the Pool Details table.

Pool Details. For each pool, displays its name, status, and current values for Data Rate, Latency,
L2 Cache Hit Rate, IFS Capacity, IFS Capacity: Free, HDD % Free, and SDD % Free. Also displays

the tier that the pool belongs to and the worst status of nodes associated with the pool. Click a "
Sparkline to plot metric values over the time period.

v Pool Status Filter [ Unset

Pool Details 0
Mame Status Data Rate Avg Disk Latency L2 Cache Hit Rate IFS Capadty IFS Free HDD % Free 55D % Free Tier Modes Status S
rp_ia_12000x @ “Vidss.2KE/s \_ag4us Voipoooe | 40.0TB 40 TG S 9.6 % ———  nja  nfa [~

You can add the following metrics to the table by clicking the Customizer = icon:
Ops Rate, % Busy, and L1 Cache Hit Rate.

Alarm Summary. Displays alarms on pools.

8 Click the IFS tab.

Current Capacity Usage. For each pool or tier, displays the following sets of metrics:

- IFS Capacity: HDD Total, IFS Capacity: HDD Used, IFS Capacity: HDD Free, and HDD % Free
- IFS Capacity: SDD Total, IFS Capacity: SDD Used, IFS Capacity: SDD Free, and SDD % Free

Current Capacity Usage

HDD 55D
Size Used Free % Free Size: Used Fres % Free
B np_ig_12000x 40.0TB 176.0GB 39.8TB 99.6 % 0.0MB 0.0mMB nfa

4ii

Tier { Pool

nfa

File System. Plots Data Read Rate and Data Write Rate values and Read Ops Rate and Write Ops
Rate values for the file system over the time period.

File System -
File System Throughput File Systermn Ops Rate
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= Exported Directories. For each exported directory, states whether the directory is used in the
monitored environment. When Used=true, you can click the directory name to view a topology
diagram showing the datastores that mount the directory

Exported Directories

Hi

Exported Directory Used
fifs false P
Jfifs/santadara/scl true
fifs/zantadara/sc2 true
fifs/santadara/sc3 true
fifs/santadarafsc4 true
Jifs/santadara/scs true
Jfifs/santadara/sc5/sc5_1 frue
fifsfsantadara/sc? true

9 Click the Disks tab.

10 To investigate further, click the name of a component on any tab:
= Click a port name. See Investigating an Array/Filer Port.
= Click a member node name. See Investigating an Isilon Node.
= Click a pool name. See Investigating a Pool.

= When a directory is used in the monitored environment, click the directory name. See Investigating
a Directory.

= Click an alarm. See Assessing Storage Alarms.

11 Click the Advanced Find tab to investigate a Disk that is not included in the Top 15 items on the Disks. Use
the Advanced Find functionality to query for the desired items. For more information, see Advanced Find.

Common Data for Filers and Storage
Arrays

LUNSs tab

A LUN (logical unit) is the block storage element made available by an array or filer to a server.
¢ Show LUNs With ...

This view lets you quickly see the top 15 LUNs with a selected metric, averaged over the selected time
period.

= Selecting the time period “for current” shows the LUNs with the worst current metric.

= Selecting the time period “last 30 minutes, last hour, last 4 hours” shows the LUNs with the worst
average values in that time period.

; | NOTE: The selected time range looks at the average of values from collections that completed
between the time at the end of the zonar, and the selected period before that.
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The bars in the Average column show the values of the other items' metric relative to the first (highest)

item.

Show LUNs With  Highest average rfw latency =

Name

& LUN 34_ds5

& Thin LUN 83_ds7
SLUN 110

&/ LUN 93 _ds&

& Thin LUN 81_ds5
g LUNZ_NU_DS2
S/ LUN 95_ds5

S LUN4_NU_DS4
5/ LUN3_PHI_DS3
S LUN1_NU_DS1
S Thin LUN 82_ds&

= LUNG6_OMEGA_DS6
=114 PHT NS5

Pools Parity Groups

Raid Group 0
Pool Thin Pool 0 ><&
Raid Group 0
Raid Group 0
Pool Thin Pool 0 »<&
Pool Thin Pool 0 ><&
Raid Group 0
Pool Thin Pool 0 »<&
Pool Thin Pool 0 =<&
Raid Group 0
Pool Thin Pool 0 =<&
Pool Thin Pool 0 »<&

Pranl Thin Panl M =< f

for last hour -

Average Latency for last hour

Average Average

199.5ms
59.6ms
52.4ms
42.6 ms
29.7ms
24.3ms
22.7ms
17.1ms
8.0ms
7.6ms
6.1ms
4.2ms

4 1me

Other metrics for last hour

Current Ops Rate

299.5 ms 0.0 opsfs
52.8 ms 4.6 opsfs
54.5ms 0.0 opsfs
38.0 ms 3.6 opsfs
30.9 ms 0.0 opsfs
25.2ms 0.0 opsfs
25.0ms 0.1opsfs
12.5ms 0.9 opsfs
9.1ms 0.0 opsfs
5.5ms 0.1opsfs
1.8 ms 0.40psfs
4.2 ms 0.1opsfs
4me NN nnele

Data Rate

73.6B/s
51.2KB/s
0.0B/s
35.0 KB/s
0.08/s
0.08/s
422,185
5.3KB/s
0.0B/s
1.6 KBJs
1.9KB/s

1.6 KB/s
NNR/

dii

%k Busy
0.0 %

4.5 %
0.0 %
4.0 %
0.0 %
0.0 %
0.0 %
0.0 %
0.0 %
0.0 %
0.0 %
0.0 %

non e

i | NOTE: The metrics available in the drop down for selection include only the metrics made available
by that particular array or filer vendor.

Click on a name in the table, and summary details about that item will be displayed in details panel below.
This panel will display the exact time period of the completed collections in the selected time range.

@ LUN: Thin LUM 83_ds7 -
#] Explore Thursday, January 12, 2017 5:44:51PM - Now 60 minutes
Status: & Critical Ops Rate R/W Latency =
== Parent: & APMO0101301407
8
Physical State: Degraded
§ Pool i Pool Thin Pool 0 ><& —Read T Tl 14 — i
El- [4L) — \iite s Latencyfop
. . 7 o =
Thin-Pravisioned? frue 17:45  18:00  18:15  12:30 1750 1810 18:30
Advertised LUN Size  408.0 GB Data Rate % Busy
Pravisioned Usable 331.0GB
Capadty: a0 p 5 i
Used in Monitored true Road NG TN = //’
Environment? :\;r:e S a3 — Busy 4 *
Time Until Full: = 1 year = — =
17:45  18:00  18:15  18:30 17:45  18:00  18:15  18:30
Cache Hit Rate -

To further investigate the selected LUN, click Explore in the details panel. See Investigating a LUN.

e Alarm Summary. Displays alarms on LUNSs, disks. To investigate further, click an alarm. See Assessing
Storage Alarms.

Disks tab

e Show Disks With...

This view lets you quickly see the top 15 disks with a selected metric, averaged over the selected time
period.

= Selecting the time period “for current” shows the disks with the worst current metric.

= Selecting the time period “last 30 minutes, last hour, last 4 hours” shows the disks with the worst
average values in that time period.

; | NOTE: The selected timerange looks at the average of values from collections that completed
between the time at the end of the zonar, and the selected period before that.
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The bars in the Average column show the values of the other items' metric relative to the first (highest)

item.

Show Disks With Highest average % busy

MName

[ Bus 0 Endosure 0 Disk 12

for selected range

PoalsParity Groups

Pool Thin Pool 0 ><&

(5 Bus 0 Endlosure 0 Disk 2 Raid Group 0
[ Bus 0 Endosure 0 Disk 3 Raid Group 0
(5 Bus 0 Endosure 0 Disk 1 Raid Group 0
(5l Bus 0 Endlosure 0 Disk 0 Raid Group 0

{5 Bus 0 Endosure 0 Disk 13
(5 Bus 0 Endlosure 0 Disk 11

Pool Thin Pool 0 =<&
Pool Thin Pool 0 ><&

Busy for selected range
Average

Average

2.2 %
2.2%
1.8 %
1.8 %
1.8 %
1.5 %
1.5 %

Other metrics for selected range

Current Ops Rate
0.0 % 7.2 opsfs
1.0 % 5.0 ops/s
1.0 % 5.9 ops/s
1.0 % 5.8 opsfs
1.0 % 5.7 ops/s
0.0 % 7.2 opsfs
0.0 % 7.5 0psfs

4l

Data Rate
137.9KBfs

479.0 KBs
475.8 KBfs
431.2KBfs
480.1KB/s
138.4KB/s
141.9 KB/s

NOTE: The metrics available in the drop down for selection include only the metrics made available
by that particular array or filer vendor.

Click on a name in the table, and summary details about that item will be displayed in the Details panel
below. This panel will display the exact time period of the completed collections in the selected time range

+ Explore
Status:

== Parent:
Physical State:

By Pool

Thin-Provisioned?
Advertised LUN Size

Provisioned Usable
Capadty:

Used in Monitored
Environment?

Time Untl Full:

@ LUMN: Thin LUN 83_ds7

Critical

122
124
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Ops Rate
APMO0101301407

/o Pool Thin Pool 0 =<& —FRead
s —— Wirite

true

408.0G8 Data Rate

331.0GB

true
—— Read

—— Wirite
> 1year

1745 18:00  18:15

18:30

1745 w00 1815

18:30

sysdo

-

Thursday, January 12, 2017 5:44:51PM - MNow 60 minutes

R/W Latency

—— Latencyfop

% Busy

—— Busy

//,

17:50

/\\ ;///\
N/

18:10

18:30

-~

m

1745
Cache Hit Rate

1800

18:15

18:30

To further investigate the selected disk, click Explore in the details panel. See Investigating a Physical

Disk.

* Alarm Summary. Displays alarms on disks. To investigate further, click an alarm. See Assessing Storage
Alarms.

Advanced Find

The tabs for specific entities (like LUNs, Disks, Pools, NASVolumes) quickly identify the Top 15 objects exhibiting
the “worst” values for a particular metric. Often, however, there is a need to locate objects by name, or with other
characteristics. Use the Advanced Find functionality to locate these items.

Queries can be constructed using a combination of Property conditions and Metric conditions.
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Figure 16. Advanced Find

Summary | Controllers -Ports || Pools || LUNs || Disks | FAQts | Advanced Find
Find LUNs =

With these Properties And With these Metric Conditions (the unset condition(s) will be ignored)

Name Like o
Status 7] Mormal [ Warning
[ Critical [ Fatal
Physical State [ Mormal [ Rebuilding
[[|Degraded 7] Unknown
[ Other

il
o

d »  |metric - I - - [+]

Perform Query

Mote: In a large environment, the query can take several minutes to return results!

Latest Query

LUN Query Result

Hil

Pools/Aggregates/Parity

Used « Advertised LUN Size Protection Thin?
Groups

MName Status State

Using the Property Conditions

Finding Entities by Name

To find entities by name:
1 Select the desired entity type to search for in the Find drop down.
2 Type the string to search for in the Name Like field.
3 Click Perform Query.
= All items with that string anywhere in their name will be returned.

= _ is a positional wildcard, that can match a single character. For example, C_D would match
decode, but would not match record

= % is a non-positional wildcard. For example, C%D would match record

Finding Entities with Current Status or Physical State

To find entities with current status or physical state:
1 Select the desired entity type to search for in the Find drop down.
2 In Properties, check the status boxes to retrieve entities with that status or state.
3 Click Perform Query.

For example, This example searches for LUNs whose names include a particular string, and have a non-
normal alarm state.

The query will take a short time to execute. When it completes, the Latest Query panel will summarize the
query conditions. The Query Result panel will display the LUNs found to match the query conditions. The
table header displays the time period used for evaluating the query conditions.
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Figure 17. Query Conditions

Find LUNs ~

With these Properties And With these Metric Conditions (the unset condition (s) will be ignored)

Mame Lke  M%G N ~  |R/wLatency - |z - me [+]
Status ] Normal Warning
Critical Fatal
Physical State [ Normal [ Rebuilding
[[|Degraded [T Unknown
[ Other

Perform Query

Mote: In a large environment, the query can take several minutes to return results!

Latest Query
LUNs in APMO0 101301407 with name like "M%0G" AND Status in (Warning, Critical, Fatal)

LUN Query Result (3/17/15 7:29:59 AM - 3/17/15 11:29:59 AM) -
Sear L~ =
Name Status State P°°'smg§;§ﬁsfsfp arity Used Advertised LUN Size Protection Thin?
LUN109_OMEGA_DS1 @ Mormal Thin Pool 0 false 60.0 GB RAIDG false =
LUN3 OMEGA_DS3 oy Mormal Thin Pool 0 false 200.0 GB RAIDG false
LUN4_OMEGA_DS4 @ Mormal Thin Pool 0 false 100.0 GB RAIDG false

Using the Metric Conditions

The metric conditions area lets you easily construct a more complex query that can include up to 3 conditions on
metrics.

Figure 18. Metrics conditions

And With these Metri itions {the unset condition{s) will be ignored
1 2 3 4 5 5}

IDE" od - |e c v l—v - [+

To use the metric conditions:

1 Period. Refers to the time range on the zonar displayed in the upper right-hand corner. Select the time the
query should use for the metric values. When n/a is selected, this condition is ignored.

Metric. This drop down shows the metrics available for this entity type for this vendor.
The third drop down list provides the comparison operator.

Use the fourth field to enter the value to use for the comparison.

a A O DN

Use the fifth drop down to select the units for the value you entered. The units selection will change based
on the type of metric selected.

6 Click the + icon if you want to add another condition. The next condition row will be preceded by a AND/OR
selector. A trash can icon will appear to the right of the + icon to let you remove a condition.
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Up to 3 conditions can be defined. When the + icon is clicked to display the 3rd condition row, parentheses
will be displayed around the first 2 conditions, indicating the order of evaluation.

And With these Metric Conditions (the unset condition(s) will be ignored)

( Iperic-d - Imetl'ic - I - -

o
OR = Iperic-d - Imetl'ic - I - - ) o
AND  w Iperic-d - Imetl'ic - I - - i

For example, the following query looks for LUNs that had low average latency during the period, but had a
higher latency at the last collection.The query will take a short time to execute. When it completes:

= The Latest Query panel will summarize the query conditions.

= The Query Result panel will display the LUNs found to match the query conditions. The table
header displays the time period used for evaluating the query conditions. The metrics used in the
query conditions will be displayed in the results table.

Summary | Controllers -Ports || Pools || LUNs || Disks | FAQts | Advanced Find
Find LUNs «

-
With these Properties And With these Metric Conditions (the unset condition(s) will be ignored)
Name Like |Period Average v |R,|'\'\u' Latency - |q - 20,0 ms » & O
Status 7] Normal [ warning
[ Crtical [Fetal AND + |Current +  |RMw Latency - = - 200 m v © O
Physical State [ Mormal [ Rebuilding
[[]Degraded ] Unknawn
[ other
Perform Query
Mote: In a large environment, the query can take several minutes to return results!
Latest Query
LUNs in APM00101301407 with Period Average R/W Latency < 20.0 ms AND Current R/W Latency > 20.0 ms
LUN Query Result (3/17/15 7:50:08 AM - 3/17/15 11:50:08 AM) -
Search 2. =
Name & Status  State Poolszggr;ﬂ.;i;esfPanty Used R/W Latency (Period Average) R/W Latency (Current) Advertised LUM Size Protection Thin?
LUM 16_ds27 @ Mormal = Concrete storage pool 0000 f... true 13.9ms 33.8ms 20.0GB RAIDG | false =
LUM 20_ds46 @ Mormal | Concrete storage pool 0000 f... | true 16.0 ms 36.3 ms 20.0GB RAIDE  false
LUM4_OMEGA_DS4 My MNormal | Thin Pool 0 false 16.1ms 21.4ms 100.0 GB RAIDS  false

To investigate further
= Click the name of an entity in the table, to drill down to the explorer view for that entity.

s Click on an alarm Status icon, to display the alarms for that entity.
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4

Investigating Storage Components

To gain a complete picture of the performance of a storage device, you need to understand how its child
components are performing.

This section covers the following topics:
* Introducing Storage Component Dashboards
* Investigating an Aggregate
¢ Investigating an Array/Filer Port
¢ Investigating a Controller
* Investigating a Directory
* Investigating an EqualLogic Member
* Investigating an FC Switch Port
* Investigating an Isilon Node
* Investigating a LUN
* Investigating a NASVolume
* Investigating a Physical Disk

* Investigating a Pool

Introducing Storage Component
Dashboards

A component dashboard is a drill-down view that displays physical details about a selected component,
performance and capacity metrics, and alarms. Some also include a topology diagram that shows how the
component fits into the monitored environment; for more information, see Exploring Connectivity with SAN
Topology Diagrams.

For information about each type of component dashboard, see the following topics:
* Investigating an Aggregate
* Investigating an Array/Filer Port
* Investigating a Controller
* Investigating a Directory
* Investigating an EqualLogic Member
* Investigating an FC Switch Port
* Investigating an Isilon Node
* Investigating a LUN

* Investigating a NASVolume
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* Investigating a Physical Disk

* Investigating a Pool

Investigating an Aggregate

The data displayed in the dashboard reflects values for the aggregate over the selected time range. This
walkthrough describes the contents of each of the tabs.
To explore an aggregate:
1 On adashboard, click an aggregate name.
The Aggregate dashboard opens.
2 Review overall performance in the Summary tab.

= Aggregate Details. Displays the aggregate’s status, parent filer, health score, and current values
for Advertised NASVolumes Size, Total Usable Capacity, Available Usable Capacity,

Overcommitment, Data Rate, and Ops Rate. Click a " Sparkline to plot metric values over the
time period.
Details -
Status: ] Normal Advertised NASVolumes Size: 6710 GB Data Rate: nia
= Filer: [~} Westerlund Total Usable Capadity: 1.5TB OpsRate ToDisk: -~ 5 30psfs
Available Usable Capacity: 779.6 GB
Health Score 75 % Overcommitment: Mone

= Pool Performance. Displays the same performance metrics found in the Aggregate Details view,
but in chart format.

Pool Performance

Data Rate
- Average current Pool Change Analysis identifies the
f g LUNs/Volumes whose Ops Rate is
- fl . Total 5.9KBfs 2.4KB/s significantly greater now compared
— Read III '.\ “0E Read 5.2KBfs 1.7KB/s to an earlier time period.
— Wiite J.‘I \ Write  696.6B/s 682,785
| —
1200 1230 1300 1330 1400 1430 1500 15:30 Perform Pool Change Analysis
Ops Rate to Disk
| 120 Average Current Pool Load Analysis identifies the
LUNs/Volumes that are typically the
— Total f \ 80 o Total  22.1apsfs 11.3 ops/s busiest during this tme period based
— Read % Read 16.50psfs  6.lopsfs on the last 30 days of history.
—— irite: —~ . \ # Write 5.6 ops/s 5.2 opsfs
K —F— = Perform Pool Load Analysis
12:00 1230 1300 13:30 1400 1430 15:00 15:30

= Perform Pool Change Analysis. Click to identify the NASVolumes and LUNs primarily responsible
for increased I/0. For more information, see Analyzing the Pool.

= Perform Pool Load Analysis. Click to identify the busiest NASVolumes and LUNs, and rank them
based on their activity during the same time range over the last 30 days. For more information, see
Analyzing the Pool.

3 Click the Capacity tab.
Displays the following:
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= Capacity Summary

Capacity Summary -
Adwertised LUNs Size 152.5 GB
Advertised NASWlumes Size 1.4 TB
Total Usable Capacity 1.6 TB

Awailable Usable Capacity 1.2 TB

0o 0.1 0.2 0.3 0.4 048 08 07 0.8 08 1.0 1.1 1.2 1.3 1.4 15 1.8

TE

= Capacity Usage Trends: Chart provides a visual display of the estimated capacity consumption in
the future, based on a regression analysis of the historical capacity consumption.

NOTE: If time until full shows “n/a”, it means enough historical data has not been collected yet.
Mouse over to show how much more data is required. For more information, see Capacity Trending.

Capacity Usage Trends -
- Using Available History Bt
Time Until Ful > 1year
Confidence 100%
Trend +0.00 bytes/day Total Usable Capacity 3
—— Awailable history regression
—— Awailable histary trend El
= Using Limited History —— Limited histary regression
Time Unitil Full > 1year === Limited history trend |
Confidence 100% —— Actual Consumed Capacity
Trend +0.00 bytes/day

Jan Feb War pr hiay Jun Jul

Linear regression analysis was performed on the historical capacity consumed by the entities in this pool.
The available history trend and projected Time to Full was computed using all of the available capacity consumption history, up to a max of the last 180 days.
The limited history trend and projected Time to Full was computed using only the last 30 days of capadity consumption history.

(Examine the limited history trend primarily if there have been significant recent changes in consumption that you expect to continue. )

4  Click the Consumers tab.

Displays the NASVolumes and LUNs that are configured out of this aggregate.

= Aggregate Details. Displays the aggregate’s status, parent filer, and current values for Advertised
LUNSs Size, Advertised NASVolumes Size, Total Usable Capacity, Available Usable Capacity, and
Overcommitment.

= NASVolumes Using This Aggregate. For each volume, displays its name, status, physical state,
and whether the NASVolume is used by an entity in the monitored environment. The metric columns
display current values for Data Rate, Latency, Advertised NASVolumes Size, Used Capacity, and %

Used. Click a " Sparkline to plot metric values over the time period.

The remaining columns provide the following details:

- Protection. Displays the type of protection in use on the volume.

- Thin?. Indicates whether the volume is thin-provisioned (true) or thick-provisioned.
- vFiler. The name of the aggregate’s parent virtual filer.

NASVolumes Using This Aggregate -
Search P-l &
Name Status  PhyState Used  Data Rate Latency Advertised Size  Used Capacity % Used Pratection Thin?  vFiler
fualfvol12 (7] Mormal falze 0.0B/s 0.0ms 25.0 GB 15.5GB B2 Y m— Complex Stripe Parity falee Earthi *
fvolfvol17 @ MNormal false 0.0Bfs 0.0ms 18.0 GB 16.0 GB B9 Y — Complex Stripe Parity false Earthi
fvolfvol18 (7] Mormal falze 0.0B/s 0.0ms 6.0 GB 4.0 MB 0% Complex Stripe Parity false  Earthi
fvolfvol19 @ MNormal false 0.0Bfs 0.0ms 30.0 GB 2LO0MB 0% Complex Stripe Parity false Earthi
fuolfvols (7] Mormal falze 0.0B/s 0.0ms 20.0 GB 14.0 MB 0% Complex Stripe Parity false  Earthi
fvolfvold @ MNormal false 0.0Bfs 0.0ms 30.0 GB 2LO0MB 0% Complex Stripe Parity false Earthi
fuolfvold (7] Mormal falze 0.0B/s 0.0ms 30.0 GB 1.0 GB 3% Complex Stripe Parity falee Earthi -

= LUNs Using This Aggregate. For each LUN, displays its name, status, physical state, and whether
the LUN is used by an entity in the monitored environment. The metric columns display current

values for Data Rate, Ops Rate, Latency, % Busy, and Advertised LUNs Size. Clicka ™"
Sparkline to plot metric values over the time period.

The remaining columns provide the following details:
- Protection. Displays the type of protection in use on the LUN, such as the RAID level.
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- Thin?. Indicates whether the LUN is thin-provisioned (true) or thick-provisioned.
- vFiler. The name of the aggregate’s parent virtual filer.

LUNs Using This Aggregate

Search -

Name Status+ State Used DataRate Ops Rate Latency % Busy {(n/p by Yendor)  Advertised LUN Size Protection Thin?  wFiler
fvolfval12unl &  Normal | false 0.0B/s 0.0 ops/s nfa nfa 15.0 GB Complex Stripe Parity  false Earthl | *
fvalfval 17un17? @ Mormal | true 0.0B/s 0.0 ops/s nfa nfa 16.0 GB Complex Stripe Parity | false  Earthl
fvolfvaldflung & Normal | true 0.0B/s 0.0 ops/s nfa nfa 1.0GE Complex Stripe Parity | false | Earthl

5 Click the Disks tab.

Displays the disks used by the selected aggregate. For more information, see Common Component Disk
Tab Data.

6 To investigate further:
= Click a NASVolume name. See Investigating a NASVolume (includes a topology diagram).
= Click a LUN name. See Investigating a LUN (includes a topology diagram).
= Click a disk name. See Investigating a Physical Disk.

= Click an alarm. See Assessing Storage Alarms.

Investigating an Array/Filer Port

The data displayed in the dashboard reflects values for the component over the selected time range. This
walkthrough describes the contents of each of the tabs.

To explore a port:
1 On adashboard, click a filer or storage array port.
The Array/Filer Port dashboard opens.
2 Review overall performance in the Summary tab.

= Details. Displays the port’s status, physical details, parent storage array or filer, port controller (for
filers and non-cluster arrays) or member node (for cluster arrays), and current values for Data Rate,
Ops Rate, Xmit Utilization, and Rcvd Utilization.

Details

Status: & Normal [E Controller: @ 5N 5017 Port Type: FC

-=a| Storage Array: @ stecmpl01 Op Link Speed: 8.0Gb/fs External

Physical State: Normal Rated Max Speed: 8.0 Gb/fs Alias: Compellent-P2 Brocade

= Charts. Displays the following metrics over the time period, if available:

- Data Rate. Plots values for Data Rate, Data Read Rate, and Data Write Rate.
- Ops Rate. Plots values for Ops Rate, Read Ops Rate, and Write Ops Rate.
- Port Utilization. Plots values for Send Util and Rcv Util.

Data Rate
8 Average Current
Total  1.2MBfs 476.0 KBJs
— Total 4e
—— Read ~ 2 Read 302.1KBfs  18.0KB/s
— Wite - - S L - Write  885.6KBfs  458.0KBfs
—_— e — o

06:20 06:40 0700 07:20 07:40 08:00 08:20 08:40 00:00 00:20 00:40 10:00

= Alarm Summary. Displays alarms on the port.
3 If available, click the Topology tab. This tab is displayed for Fibre Channel (FC) ports only.

= Basic Connectivity (diagram). Displays the selected port (left box) and its connection to its
controller. If the port is an FC port, the N port on the fibre switch it connects to is also displayed.
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- Click an icon for details about the device connected to the port.
- Click a device name to open a list of components that you can drill down on.

Basic Connectivity (Cloud & Controller) | 5006016044603ebe [APM00101301407] -

o= mds9148-2.

= APMO0101301407

m

fc1/20 (mds9148-2. 7

m

5006016044603cbe CLARION-+APM00101301407..

= Port Dependencies. On separate tabs, displays connections to LUNs (through the selected port)

from virtual machines, ESX or Hyper-V servers, and physical hosts. If the selected port has
problems or failures, the connected VMs or hosts may exhibit performance problems.

Port Dependendies: VM to LUN

Virtual Machines and LUNs that can communicate through this port:

Port Dependendies: Server to LUM

Port Dependendies: Host to LUN

LUNs Able to Use This Port

virtual Maching « Datastore, CSV/ Logical Disk =N Array Filer =

5@ delta-fms-vm10 [E1@ ds59_Cx4_LUN107 & LU 107 [ APMO0 101301407 |
T delta-fms-vm11 E1@ dss2_ox4_LUN10B & Lun 108 APMO0 101301407
[ delta-fms-um5 [E1@ ds40_Cx4_LUNZ2 &L 32 [ APMO0 101301407
T delta-fms-vms E1@ ds42_oxa_Lunas &Lunss APMO0 101301407
5@ delta-fms-wm7 1@ ds43_Cx4_LUNS1 @ Lot APMO0101301407
T delta-fms-vma E1@ ds43_0x4_LUN103 & LuN 103 APMO0 101301407
[E1@ ds45_Cx4_LUN10G & LU 108 B APMO0 101301407
(5@ dela-fms-ums E1@ ds45_Ox4_LUN10E @ L 3L £ APMD0101301407
) [E1@ ds70_Cx4_TLUNS _TLUNS4_F & Thin LUN &_ds70 APMO0101301407
(3 epsin-fms-sm1 1§ ds70_Cxa_TLUNG_TLUNS4_F & Thin LUN 84_ds70 APMO0101301407
[51® epsin-fms-vm2 [E1@ ds49_Cx4_TLUNT_F & Thin LUN 7_ds49 APMO0101301407

4 To investigate further:

= In the topology diagram, click a port or controller icon to navigate to related components.

= Click an alarm. See Assessing Storage Alarms.

Investigating a Controller

Controllers manage the ports used by a non-cluster storage array or filer.The data displayed in the dashboard

reflects values for the component over the selected time range. The Controller dashboard has two tabs.

To explore a controller and its ports:
1 On a dashboard, click a controller name.
The Controller dashboard opens.

2 Review overall performance in the Summary tab.

Controller Details. Displays the controller’'s status, physical details, and parent device.

Controller Details &
Status: & Normal N8| FC Ports: 4@
== Storage Array: () stoemplol | IP Ports: Y]
Physical State: Normal
% Busy

Charts. Displays the following metrics over the time period, if available:

- Data Rate. Plots values for Data Rate, Data Read Rate, and Data Write Rate.
- Ops Rate. Plots values for Ops Rate, Read Ops Rate, and Write Ops Rate.

- Latency. Plots values for latency.

- % Busy.
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Ops Rate (block I/0)

1200 Average Current
Total 724.3opsfs 754.0 opsfs
Read 194.5opsfs 287.0 opsfs
Write  529.8 opsfs 467.0 opsfs

800

sysdo

02:30 02:50 0¢:10 09:30 0@:50  10:10 10:30 10:50  11:100 11:30 11:500 12010

= Alarm Summary. Displays alarms on the controller.
3 Review Port performance in the Port tab.

= FC Ports/IP Ports charts.

s If the operational link speeds for the ports are available, a chart will be displayed that shows
the performance of the ports based on their average utilization in the time period.

= If the operational link speeds for the ports are not available, a chart will be displayed with the
top three ports with the highest average Data Rate in the time period.

= Port Details. List the ports, their status and physical state, and current values for Data Rate and

Ops Rate. Click a “** Sparkline to plot metric values over the time period.

; | NOTE: Port metrics are not available for NetApp filers. The Ports tab is not displayed.

FC Ports - Utilization Distribution FC Ports
FC Ports - Utilization Distribution Port Mame Status = Phy State Send Ut Row Utl Data Rate Ops Rate
20
5001438004c8a4fc © | Nomal 0.0 % 0.0 % 0.0B/s 0.0 ops/s
5001438004cBa4fd &  Nomal 0.0% 0.0% 0.0B/s 0.0 ops/s
1.0
oo
0% % 50 % T0 % oan %
[ R [ xmit
FC Ports - Highest Data Rate FC Ports
Bytes Read + Write Port Name Status = Fhy State Data Rate Ops Rate
foo - 500601604460 3ebe @ Normal v\ 359.1Bfs ~ = 0.70ps/s
— — & 5006016144603ebe @ Normal ./ 467.3kB/s 7 718 opsle

12:45 1330 1415 1500 15:45  18:30
Port Average = Current
W 5006016144603ebe 308.4KB/s 467.8 KB/s
B 5006016044603ebe 455.0B/z 361.1B/s

4 To investigate further:
= Click a port name. See Investigating an Array/Filer Port.

= Click an alarm. See Assessing Storage Alarms.

Investigating a Directory

In Isilon storage arrays, directories are mounted by datastores. The data displayed in the dashboard reflects
values for the directory over the selected time range. The Directory dashboard has one tab.

To explore a directory:
1 On a dashboard, click a directory name.

The Directory dashboard opens.
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2 Review overall performance in the Summary tab.

= Details. Displays the directory’s status, physical details, and parent device.
Details

Status: & Normal Size: 29.08

=a Storage Array: @ isloncluster2 Deep Size: 4,0 GB

= Topology. Displays the connections from datastores to the selected directory.

Topology

89 chi-esx1.vfs.stc.us.gsft

e ! o) bj @ o ®

chi-fmg-vma isi-zd-ac3 Jfifs/santadarazc3

3 Toinvestigate further, click an icon to see more detail about the entity it represents, and if desired, select a
component name in the detailed view to navigate to the dashboard for that component.

Investigating an EqualLogic Member

The data displayed in the dashboard reflects values for the selected EqualLogic array member over the time
range. This walkthrough describes the contents of each of the tabs.

To explore an EqualLogic member:
1 In a topology diagram or from the EqualLogic Storage Array dashboard, click an array member name.
The Member Node dashboard opens.
2 Review overall performance in the Summary tab.

= Related Inventory. Displays a list of components from the perspective of the member (rather than
the storage array).

= Resource Utilization charts. Compares resources used by the member against resources used by
the pool.

- Capacity Summary charts. Displays Used Capacity and Available Usable Capacity.
- Data Rate charts. Plots values for Data Read Rate and Data Write Rate.

- Ops Rate charts. Plots values for Read Ops Rate and Write Ops Rate.

- Latency charts. Plots values for Read Latency and Write Latency.
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Member Resource Utilization Pool Resource Utilization
Storage Capacity Summary: PS4000-1 Storage Capacity Summary: default
[ Awailable W Awailable
M used Mused
Total Usable: 1.3TB Available: 873.2GB Total Usable: 1.3TB Availsble: 403.1GB
Ops Rate: PS4000-1 Ops Rate: default
o400 oA
. T e ———
2 2
200% 200%
& &
0700 0200 0800 1000 0700 0EO0 000 1000
— Ops Read Rate —— Ops Wiite Rate — Ops Read Rate —— Ops Wiite Rate
Latency: PS4000-1 Latency: default
= =
3 There Is No Data To Display 3
H
07:00 08:00 08:00 10:00 07:00 08:00 08:00 10:00
— Read Latencyfop —— Witte Latencyiop — Read Latency/op — Witte Lstency fop

= Member Network Load. Plots the member’'s Send Util and Rcv Util over the time period.
= Summary and Resource Information. Displays physical details about the member.
= Alarm Summary. Displays alarms on the member.

3 Click the Network tab.

Displays the same information as the Network tab on the EqualLogic Storage Array dashboard, but the
data reflects only the selected member. For more information, see Dell EqualLogic Storage Array.

4  Click the Disks tab.

Displays only the disks used by the selected member. For more information, see Common Component
Disk Tab Data.

Investigating an FC Switch Port

The data displayed in the dashboard reflects values for the component over the selected time range. This
walkthrough describes the contents of each of the tabs.

i | NOTE: If the port is a Brocade logical ISL, no metrics are available.

To explore a switch port:
1 On adashboard, click an FC switch port.
The FC Switch Port dashboard opens.
2 Review overall performance in the Summary tab.

= Details. Displays the port’s status, physical details, parent switch, parent fabric, VSAN (if
applicable), and current values for Data Rate, Frame Rate, Link Error Rate, and Non-Link Error

Rate. Click a **" Sparkline to plot metric values over the time period.

Details

Status: & normal ==FC Switch: @ mds9148-1,vfs,stc,us. gsft Data Rate: T ags ME/e
Physical State: Mormal =, Fabric: @ Fabric_mds9148-2 Frame Rate: . 25,734.4 frames/s
Port Type: I5L & VSAN: @ 3vsans Link Error Rate: 0.0 errors/s
WM 2001000573d92270 Max Port Speed: 8,000 Mb/s non-Link Error Rate: 0.0 errorsfframe

Link Speed: &,000 Mbfs
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= Charts. Charts plot the following metric pairs over the time period:

- Data Rate. Plots values for Data Receive Rate and Data Send Rate.

- Utilization. Plots values for Rcvd Utilization and Xmit Utilization.

- Frame Rate. Plots values for Frame Receive Rate and Frame Send Rate.
- Errors. Plots values for Link Error Rate and Non-Link Error Rate.

Data Rate Utilization
— Data Receive Rate — Data Send Rate n — Revd Uilization —— Xmit Utilization -
T oo
N =— — 2 0
18 &0
B %
&
[H 0
[ 20
08:20  08:50  0B:20 0950 1D:20 10:AD 1120 110 08:20  DE:A0 0820 0850 1020 1D:AD 1120 11D

Frame Rate Link and non-Link Error Rates

—— Frame Receive Rate — Frame Send Rate emorsiframe (ermorsiframe) ——non-Link Eor Rate

— erorsisecand (emorsis)  — Link Emar Rate ~
_ ) | =,
— — — 112000
3 ©
s000 3 W g
[ B 4
& £ ]
4000 i
o
08:20 08:50 0a:20 0a:50 10:20 10:50 11:20 11:50 0a:20 0a:50 0a:20 0a-50 10:20 10:50 11:20 11:50

= Alarm Summary. Displays alarms on the port.

3 Click the Topology tab.

The contents of this tab depends on the type of port selected.

ISL Port:

= Switch-to-Switch Connectivity diagram. Displays the selected ISL port (left box) and its
connection to another ISL port (right box). Click a port icon for details about the device connected to

the port.

Switch-to-Switch Connectivity | fcl/1 [mds9148-1.

o= mds9148-2. o= mds9148-1.

e"_l\ @"_l\ NAVIGATOR

e s e ko @

= Topology Table (Inter-Switch Connections). Identifies all ISL port connections from this port’s
parent switch to other switches in the fabric.

Topology Table (Inter-Switch Connections)

= FC Switch « np|Port Status = Target Switch u8 Target Port Status
fr1j1 &  mdse1ds-2, feif1 e -
fr1/2 mds3143-2. feifz
mds3 148-1. o - o
fc1/45 & nexuss010-1 fe2f1 ]
fci/46 & rewsi0io-1 fe2f2 [~]

N Port:
= Basic Connectivity (table). Displays the ESX hosts and/or physical hosts connected to the
selected N port through their host ports. An N port can have connections to multiple host ports using
NPV technology.

i | TIP: If hosts in the Host Name column are (unknown), you may be able to use dependency
processing to infer the host names associated with the host ports. For instructions, see Inferring

Physical-Host-to-Storage Relationships.
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Basic Connectivity (diagram). Displays the selected N port (left box) and its connection to a filer
or storage array port (right box). Click a port icon for details about the device connected to the port.

Select Host Port(s). Controls the set of hosts displayed in the Port Dependencies table.

Port Dependencies. On separate tabs, displays connections to LUNs (though the selected port)
from virtual machines, ESX or Hyper-V servers, and physical hosts. If the selected port has
problems or failures, the connected VMs or hosts may exhibit performance problems.

Port Dependendies: VM to LUN | Port Dependencies: Server to LUN | Port Dependencies: Host to LUN || LUNs Able to Uise This Port

Virtual Machines and LUNs that can communicate through this port:

Virtual Machine a Datastore/ CSV/ Logical Disk LUN Array/Filer n
@ delta-fms-vm10 [E1@ ds59_Cx4 LUN10T & LUN 107 £ APMOD101301407 S
[E1 delta-fms-um11 [E]6® dst2_CX4_LUN108 @ LUN 108 APM00101301407
[ delta-fms-vm5 E1@ ds40_cx4_LUn32 @ LN 32 APMOD101301407
[E1¢ delta-fims-vms E1@ ds42_cxa 1unss & Lunss 5 APMO0101301407
@ delta-fms-ym7 [E1@ ds43_Cxa 1uns1 @Lnst E APMO0101301407
[E1¢» delta-fins-vms E1@ ds+4_Cxa1un103 & Lun 103 5 APMO0101301407

[E1@ ds45_Cx4_LUN106 & LUN 105 APMOD101301407
(1@ delta-fms-vms —

[E1@ d=45_Cxa_1UN108 [ IE APMO0101301407
[} epsin-33-vm3 B d=49_Cx4_TLUNT_F ) Thin LUN 7_ds43 £ APMO0 101301407

4 To investigate further:

Click a VSAN link and then select the name of the VSAN. Exploring a Cisco VSAN.

Click an alarm. See Assessing Storage Alarms.

Investigating an Isilon Node

The data displayed in the dashboard reflects values for the selected Isilon node over the time range. This
walkthrough describes the contents of each of the tabs.

To explore an Isilon node:

1 In a topology diagram or from the Isilon Storage Array dashboard, click a member node name.

The Member Node dashboard opens.

2 Review overall performance in the Summary tab.

Related Inventory. Displays a list of components from the perspective of the member node (rather
than the storage array).

IFS Capacity. The chart displays IFS Capacity: Free and IFS Capacity Used for the IFS file system.
In addition, the total capacity is broken down into hard disk drive and solid state drives metrics as
follows:

- Total. IFS Capacity: Total and IFS Capacity: Free
- HDD. IFS Capacity: HDD Total and IFS Capacity: HDD Free
- 8SD. IFS Capacity: SDD Total and IFS Capacity: SDD Free

Node Network Load. Charts plot the following metric pairs:

- External Network Throughput. Plots the Send Data Rate and Rcv Data Rate for the external
network over the time period.

TIP: If you prefer to see the Send Util (% of max) and Rcv Util (% of max) based on the rated
maximum speeds of the ports (actual port speeds are not available from Isilon arrays) in the external
network, ask your Foglight for Storage Management Administrator to edit the registry variable
StSAN_StoragePortShowUtilMax and set ISLN_E IP=true.

- Internal Network Throughput. Plots values for Send Data Rate and Rcv Data Rate.
- Clients. Clients connected versus clients that are actively using the network.
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= Node Performance. Charts plot the following metrics for the selected node over the time period: %
Busy, Latency, L1 Cache Hit Rate, L2 Cache Hit Rate, Data Read Rate, Data Write Rate, Read Ops
Rate, and Write Ops Rate.

Related Inventory

isiloncuster 2

Member Node

External ports (IP)
L ]

Internal ports
'.

Poal

Disks

Mode TFS Capacity Node Performance
y 4 @ Average CPU Busy %
001 HFree 100
[ used } 5
07:00 0746 0830 0016 1000 1046
> & @ || Tots: 10.0TE Frest 10.07TB Ry
0 0 1 "
Average Disk Latenc
HDD:  10.0TE Free: 10.0TE  99.0 % e < Y
360
550: 0.0ME Free: 0.0MB A o 1180 =
SN —~ [
‘; ’0 @2 Node Network Load 07:00 0745 0830 0915 D00 1045
—Latency
External Network Throughput Cache Hit Rate
L] o —r—7 100
A & [\ | N
) b @ . it | \ ®
0 0 2 — = e - AV 1
0700 07:48 08:30 0:15 10:00 10:45 0700 07:45 0830 08:15 10:00 10:45
——Send — Row —_ 12
Internal Metwork Throughput Data Rate - IFS Throughput
y 4 @ 160 R 2
= [
P01 P 130 z = { %
07:00 0O7:45 0830 08:15 10:00 10:45 07:00 07:45 08:30 0015 10:00 10:45
—Send — Rew —— Read —— Write
> @ || clients Ops Rate to Disk
0 0 24
16 80
-—  —18 W
—_— B — B L. o — | — W
0700 07:45 08:30 09:15 10:00 10:45 07:00 07:45 08:30 09:15 10:00 10:45
— Connected — Active — Read — Wiite

= Summary and Resource Information. Displays physical details about the member node.

= Alarm Summary. Displays alarms on the member node.

3 Click the Network tab.

Displays the same information as the Network tab on the Isilon Storage Array dashboard, but the data
reflects only the selected member node. For more information, see EMC VPLEX Storage Array.

4 Click the Disks tab.

Displays disks used by the selected member. For more information, see Common Component Disk Tab

Data.

Investigating a LUN

A LUN (logical unit number) represents a logical SAN block storage device on an array or filer that can be exposed
for mapping to a server. The data displayed in the dashboard reflects metric values for the LUN over the selected
time range. This walkthrough describes the contents of each of the tabs.

To explore a LUN:

1 On adashboard, click a LUN name or icon.

The LUN dashboard opens.

2 Review overall performance in the Summary tab.

= Details. Displays the LUN'’s status, physical details, parent device and capacity metrics.

Details
Status:

== Parent:

Physical State:

Advertised LUN Size:

& normal
& AM52100.83040841 Provisioned Usable Capacdity:

MNormal Provisioned Raw Capacity:

18.0GB

18.0 GB

20,6 GB

Thin-Provisioned?: false
Protection: RAIDS
Used In Monitored tfrue
Environment?:
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= Charts. Plot values over the time period for these metrics, if available: Ops Rate, Data Rate,
Latency, % Busy, Cache Hit Rate, and Average Queue Depth.

Data Rate
T4 Average Current
/ Total  985.2KBfs 3.6 MB/s
— Total / =
— Read 2z Read 339.6 KB/s 1.8 MB/s
—— Wirite: Write 645.6 KBfs 1.3 MBfs

=

0E:50  DO:20  DEAD 1D:200 1DAD 11:200 11AD 12:2

= Pool Details. Identifies the pools to which the LUN belongs.

Non-clustered storage arrays — Displays performance and capacity metrics for the pools relevant
to the selected LUN. For more information, see Performance Metrics and Capacity Metrics.

Pool Details
OpeRaE s | Totsl Raw Available Adv Total Available  Capacdity T Time to Full =
Name Status  State Data Rate P Dicke T Raw LUNs Usable Usable  Provisioned Committment (available
P Capadity Size  Capadty Capadty  tolUNs history)
Concrete storage pool 0005 f... @ Mormal | 404.3Bfs ~ 1.4opsfs 267.3GB 137.3GB 80.0GB 133.6GB ©68.6GB 80.0 GB nfa = 1year P
Concrete storage pool 0002F.. @ Mormal| ' 4543 Bfs ~— 2.40pgjs 133.2GB  348GB 77.2GB 66.6GE 17.4GB 77.2GB nfa > 1year

EquallLogic storage arrays—Displays the same information as the Pool Details view on the Pools-
Members tab of the EquallLogic Storage Array dashboard, but the data reflects only the pools
relevant to the selected LUN. For more information, see Dell EqualLogic Storage Array.

Pool Details
Available Capadty Time Until Full =
Name Status DataRate OpsRate toDisks Latency Szgﬂ? Ad;ést T‘?:t:‘ g;‘:;jle Usable Provisioned to  Overcommittment (per available ~Members
P P Capadty LUNs history)
sata-pool | & 5.7 MBls 357.7 apse 4.3ms 23 121TB 10.5TB L3TB 8.3TB 2678 nfa member 1

= Alarm Summary. Displays alarms on the LUN.
3 Click the Topology tab.

Displays the datastores, CSVs, or logical disks that get their physical storage from the selected LUN, the
VMs that do the I/O, and if dependency processing is enabled, the (most likely) physical host connected to
the LUN. For more information on dependency processing, see Inferring Physical-Host-to-Storage
Relationships.

o= —
| zeta-esx3.vfssicus.gsft naa. 60050 1608992280046 1
oy =1 g
bl osd g% QE_?
2VMs ds-sel CX4 TLUN10O F naa.b000016089922800461.... Thin LUN 100_ds-sel
LUN providing storage to Hyper-V VMs
- —
ol tau-hv-3 23
e | = -
R =
tau-head-vm2 Volume4 38 LUNS_TAL
= Clicka Cloud icon to reveal the ports and paths from disks extents to the LUN, through a

particular server. For more information, see Exploring Connectivity with SAN Topology Diagrams.

= Click an icon, then select a component name to navigate to the component dashboard. For
example, if you select the VM icon, you can see a list of the VMs that use the storage and select
one that warrants further investigation.

4 Click the SAN Data Paths tab.
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Displays the datastores or servers, CSVs or logical disks that get their physical storage from the selected
LUN, and the VMs that do I/O to them and the LUN.

5 Review the I/0 Paths table to assess the worst performing path segment of the possible data paths
between each disk extent and the LUN during the time period. This helps you to identify bottlenecks
resulting in high latency. For general information about how to use a Data Paths tab, see Exploring 1/0
Performance with SAN Data Paths. For information specific to the LUN Data Path tab, see below.

;i | TIP: For metrics that have thresholds, the color of the bars highlight data values that fall within

normal, warning, critical, and fatal thresholds.Thresholds are set in the registry variables
StSAN.FCSwitchPortUtilization.[Warning|Critical|Fatal].

10 Paths for LUN: LUN 107 (APM00101301407)

ali ||y

ESX/VM Latency Data Rate %, Total 1/ in ESX ESLEE SAN -> AfF Ports %, Total I/0 at LUN
SAN Utl utl
deltz-esx1.usacclab. monosphere.com  &ms Ml 27 ke/ I -
[ delta-fms-vm10 27kp/s I 100 % I 0 % 0% 100 % I
delta-esx2.usacclab. monosphere.com  Oms 0 KE/s

i | NOTE: The column headings may vary between VMware and Hyper-V. Where the names differ, the column
headers will be listed for VMware and Hyper-V respectively.

= ESX/VMs or Hyper-V Server/VM. List of servers and the VMs they host.

= Latency. Average latency per operation in the time period.

= Data Rate. Average data rate for I/O from the ESX or VM to the LUN over the time period.

= % Total /0 in ESX or % Total I/O in Hyper-V Server. When multiple VMs on a server are
performing 1/O to the same LUN, displays the percentage of the total I/0 performed by this VM.

= ESXFC Ports --> SAN Util or Hyper-V Server FC --> Ports SAN Util. Displays the busiest link
(read or write utilization) over a time period. Click the cell to display all the port links. Review the
topology diagram to see the ports and link utilization. Data is not available for IP ports.

= SAN --> AJF Ports Util. Displays the busiest link (read or write utilization) over the time period. Click
the cell to display all the port links. Review the topology diagram to see the ports and link utilization.
Data is not available for IP ports.

= % Total /0 at LUN. When VMs on multiple servers are doing /O to the same LUN, displays the
percentage of the total I/0 performed by this server.

= LUN Latency (ms). Displays the latency of LUN in ms.

6 Review the diagram to understand the path from disk extents through the SAN to LUNs. The topology
diagram is enhanced to show the FC ports and to display latency, link utilization, and for controllers,
percent busy.
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NOTE: When physical hosts are inferred by dependency processing and not monitored directly by
agents, the disk extents on the host that map to the selected LUN are unknown and therefore no
latency values are available. For instructions on how to enable dependency processing, see
Inferring Physical-Host-to-Storage Relationships.

7 To investigate further:

= Click a host, VM, or virtual storage name or icon. See the Managing Virtualized Environments User
and Reference Guide.

= Click a disk name or icon. See Investigating a Physical Disk.
= Click a port name or icon. See Investigating an Array/Filer Port.
= Click a controller name or icon. See Investigating a Controller.

= Click an alarm. See Assessing Storage Alarms.

Investigating a NASVolume

A NASVolume is a volume whose physical storage is on a filer or unified storage supplier. It can be mounted by an
ESX host to provide the physical storage for a datastore using NFS. The data displayed in the dashboard reflects
metric values for the NASVolume over the selected time range. This walkthrough describes the contents of each of

the tabs.

To explore a NASVolume:
1 On adashboard, click a NASVolume name.
The NASVolume dashboard opens.
2 Review overall performance in the Summary tab.

= Details. Displays the volume’s status, physical state, physical details, parent devices, and alarms
on disks in the volume. Also displays current values for Advertised NASVolumes Size, Used

Capacity, and % Used.
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Details -

Status: & Normal Advertised Size: 640.0 GB Thin-Provisioned?: tfrue
= Filer: /b, cassiopeia Used Capadity: 461.1GE Protection: Complex Stripe Parity
Physical State: Mormal % Used: 72.1% Used In Monitored false
Environment?:
wFiler: cassiopeia

= Charts. Displays the following metrics over the time period:

- Data Rate. Plots values for Data Read Rate and Data Write Rate.
- Ops Rate. Plots values for Read Ops Rate, Write Ops Rate and Other Ops.
- Latency. Plots values for Read Latency and Write Latency.

Ops Rate
400 Average Current
—— Total B Total 41.2 opsfs 33.5 ops/s
—— Read 200 ?& Read  2.2ops/s 0.3 opsfs
- ‘g;":r — Write  36.60ps/s  35.2opsfs
J— —_— e ———

o Other  2.4opsfs 2.3 0psfs
09:10 0940 10:0 1040 11000 11E0 12000 12:40

= Aggregate Details. Displays values for Total Usable Capacity, Available Usable Capacity %
Available, Advertised NASVolumes Size, and Overcommitment.

Aggregate Details -

Search P~ =
Name Status ~ Total Usable Capacity  Available Capacity % Available Advertised MAS Volumes Size QOvercommitment Time Until Full (per available history)
agar2 @ 1.5TB L1TB 71 Yo m— 16.1TB 14.6TB > 1year

= Alarm Summary. Displays alarms on the NASVolume.
3 Click the Topology tab.

Displays the datastores that get their physical storage from the selected volume as a NAS mount and the
VMs that do I/O to these datastores. For more details, click an icon or an entity name. For more information
about using this view, see Exploring Connectivity with SAN Topology Diagrams.

o)

ds22_Cassiopeia_vol_ds22_g...

=4 pi-esx2. E_:j | ’
= a2l | ai a

p—" d=1007_fas3070_1 Jvolfvol_ds22_gamma_nfs
2 ] | /] J
pi-fms-vm3 e' = J

ds1008_fas3070_2

4  Click the Disks tab.

Displays the disks used by the NASVolume. For more information, see Common Component Disk Tab
Data.

5 To investigate further:

= Click a host, VM, or datastore name or icon. See the Managing Virtualized Environments User and
Reference Guide.

= Click an alarm. See Assessing Storage Alarms.

Investigating a Physical Disk

The data displayed in the dashboard reflects values for the selected disk over the selected time range. The
Physical Disk dashboard has only one tab.
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To explore a physical disk:
1 On a dashboard, click a disk name.
2 Review overall performance in the Summary tab.
= Disk Details. Displays the disk’s status, physical details, parent device, and size if available.

s Physical State: Displays the physical state the of disk. It will be marked as "No
Information" if the disk does not commit any performance data. To mark disks as
"Removed", click on "No Information" link and confirm the disk is removed physically by
pressing "Removed" button.

Physical Disk: Bus 0 Enclosure 0 Disk 2

Physical Disk: NET-1.39

Disk: Mo Information Duslog

Physical disk NET-1.39 on DataONTAP-Sim92 reports as no
Information.

Recommended Actions:

Removed | Cancel

i | NOTE: Selecting "No Information Disks" metric from Show Disks With drop down shows
the disks with no metrics provided by the Agent. Selecting "Removed Disks" metric from
Show Disks With drop down shows the disks manually marked as "Removed" Physical State
in No Information Dialog.

Show Disks With No Information Disks b] for selected range  +
Highest average r/w latency
Name| Highest average % busy
Highest average queue depth
([ 2/Bay 1 Highest average ops rate

y Groups

& 3/Bay 1 Highest average data rate
i No Information Disks .

{5 1/Bay 8 Removed Disks

@ R & An U Ydnk ek

= Charts. Displays the following metrics over the time period:

- Data Rate. Plots values for Data Rate, Data Read Rate, and Data Write Rate.
- Ops Rate. Plots values for Ops Rate, Read Ops Rate, and Write Ops Rate.

- Latency. Plots values for Latency, Read Latency, and Write Latency.

- Busy %. Plots values for % Busy.

- Queue Depth. Plots depth of the queue.

Ops Rate
2 Average Current
— Tetal s Total 0.3 opsfs 0.6 opsfs
—— Read te Read 0.5 opsfs 0.4opsfs
— Wirite: ~ —~ - : —

Write 0.3 opsfs 0.3 opsfs

08:30  D8:50 10010 10:30 10:A0 110 11300 11500 1210 1230 12500 13:10

= Pool Details (Arrays only). Displays performance and capacity metrics for the pools to which this
disk contributes resources. For more information, see Performance Metrics and Capacity Metrics.
To investigate a pool, click its name. For more information, see Investigating a Pool.

Foglight for Storage Management 6.3.0 User and Reference Guide

Investigating Storage Components 130



Pool Details

Available  Adv Total  Availlable  Capacity Tme toFul =

OpsRate to  Total Raw Over

Name Status State  DataRate Dicks T Raw LUNs Usable Usable  Provisioned Commitiment (available
P Capadty Size  Capacty Capadty to LUNs history)

Concrete storage pool 0005 ... @ Mormal | 404.3Bfs ~— L4opsfs 267.3GB 137.3GB 30.0GE 133.6GB | 6&63.6GE 80.0GB nfa > 1lyear -
Concrete storage pool 0002 ... @ Mormal | 404.3Bfs — 2.4 opsfs 133.2GB 348GB 77.2GB 66.6GB 17.4GB 77.2GB nfa = 1year

EqualLogic storage arrays—Displays the same information as the Pool Details view on the Pools-
Members tab of the EqualLogic Storage Array dashboard, but the data reflects only the pools
relevant to the selected disk. For more information, see Dell EqualLogic Storage Array.

Pool Details

Available Capadty Time Until Full =
Name Status DatsRate  OpsRate toDisks  Latency S:gﬂ? Ade‘I;;le TD;:‘ ;l;‘:;':le Usable Provisioned to  Overcommitiment  {per available  Members
P P Capacity LUNs history)
satapool | {3 5.7 MB/s 397.7 opsis 4.3ms 32 121TB 10.5TB 1378 8.37B 26TB nfa member 1

Isilon storage arrays—Displays the same information as the Pool Details view on the Pools tab of
the Isilon Storage Array dashboard, but the data reflects only the pools relevant to the selected disk.
For more information, see EMC VPLEX Storage Array.

a

Pool Details
. Time Until Full =
Mame Status Data Rate LT ESE el IFS. IF5 Free {per available HDD %% Free e 131
Latency Rate Capadty hi Free Statu
istory)
npiq_12000x | % | Voomps | M 1430us | VY 1w00.0%  38-BTB 35TE mmmm— nfa 90.0 % e nfa &

= Aggregate Details (Filers only). Lists the aggregates to which this disk contributes resources. For
each aggregate, displays its name, status, physical state, and current values for Total Usable
Capacity, Available Usable Capacity % Available, Advertised NASVolumes Size, and
Overcommitment. To investigate an aggregate, click its name. See Investigating an Aggregate.

Aggregate Details

Search O -
Seard L

Name Status~ Total Usable Capacity  Available Capacity % Available Advertised NASVolumes Size Overcommitment Time Until Full (per available history)
agard @ 568.1GB 297.8GB A Yo e 671.5GB 3.4GB > 1lyear

= Alarm Summary. Displays alarms on the disk.

Investigating a Pool

Displays a summary of details for the selected pool, including a selection of size, capacity, data rate, and latency
metrics. The data displayed in the dashboard reflects values for the pool over the selected time range.

The Pool dashboard is very similar for non-clustered storage arrays and EquallLogic storage arrays. The Isilon
storage array requires its own Pool dashboard, which is discussed separately. The following walkthroughs
describe the contents of each of the tabs.

Pool belonging to a non-clustered storage
array or EquallLogic storage array

To explore a pool:
1 On a dashboard, click a pool name.
The Pool dashboard opens.

2 Review overall performance in the Summary tab. From here you can initiate further analysis of the pool in
terms of performance and, in some cases, pool capacity.
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= Details. Displays the pool’s status, parent storage array, physical state, health score, and current
values for Total Advertised LUNs Size, Total Usable Capacity, Available Usable Capacity,
Overcommitment, Total Raw Capacity, and Available Raw Capacity, if available.

Details -
Status: fa Critical Advertised LUMs Size: 0.0 MB Total Raw Capadity: nfa

Storage Array: 0 000194900393 Total Usable Capacity: 11.2GB Available Raw Capacity:  n/fa

Physical state: Unknown Available Usable Capadty: 11.2GB

Health Score 100 % Overcommitment: Mone

= Charts. Displays the following sets of metrics over the time period, if available:

- Data Rate. Plots values for Data Rate, Data Read Rate, and Data Write Rate.

- Ops Rate to Disk. Plots values for Ops Rate, Read Ops Rate, and Write Ops Rate.
- Latency. Plots values for Latency, Read Latency, and Write Latency.

- Average Queue Depth. Plots values for Average Queue Depth.

Pool Performance -
Data Rate =l
Pool Change Analysis identifies the
A Current
! verage urren LUNs/Volumes whose Ops Rate is
— Total 8 - Totsl  57MBjs  7.5MB/s significantly greater now compared
— Read /\ - 2 Read 15MBfs 1,000.9 KB/fs to an earlier time period,
—wre : — = * Vrite  42MBjs  6.5MBfs
00:40 1000 10:20 1040 1100 1120 1140 1200 1220 1240 1300 1320 Perform Pool Change Analysis
0Ops Rate to Disk Pool Load Analysis identifies the
LUNsVolumes that are typically the
1200 Average Current busiest during this time period based
Total s00 Total  457.6 opsfs 546.3 ops/s on the last 30 days of history.
— Tota s
Read N B Read 261.4opsfs 290.0 ops/s
—— Wiite Write  195.2 0ps/s 255.3 opsfs Perform Pool Load Analysis

09:40 10:00 10:20 1040 11:00 1120 1140 12:00 12:20 12:40 1300 13:20

= Perform Pool Change Analysis. Click to identify the LUNs primarily responsible for increased 1/O.
For more information, see Analyzing the Pool.

= Perform Pool Load Analysis. Click to identify the busiest LUNs, and rank them based on their
activity during the same time range over the last 30 days. For more information, see Analyzing the
Pool.

= Alarm Summary. Displays alarms on the pool.
3 Click the Capacity tab.

= Capacity Summary. Pools in most arrays will display data similar to the data shown below.

Capacity Summary &
Total Usable Capacity 5.4 TB
Used Capacity 5.3 TB
Capacity Provisioned to LUNs 5.2 TB

Total Advertised LUNs Size .9 TB

TE

For some arrays, pool capacity in Usable terms is not available. Then the capacity summary will
display with total capacity in raw terms instead of usable terms.

Capacity Summary -
Raw Pool Capacity 1.8 TB
Raw Available Capacity 50.4 GB
oo 0.1 0z 0.3 04 D5 06 07 0s  oa 1.0 1.1 1.2 1.3 1.4 15 1.6 1.7 18 1.0 20
TB
Capacity Provisioned to LUMs 1.3 TB
Total Advertised LUNs Size 1,3 TB
(] o1 0.z 0.3 0.4 05 0.6 o7 oe 0.9 1.0 11 12 1.3 1.4 15
TE
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Capacity Usage Trends. Provides a visual display of the estimated capacity consumption in the
future, based on a regression analysis of the historical capacity consumption.

If time until full shows n/a, it means enough historical data hasn't been collected yet to perform an
analysis. Mouse over for additional information. For more information, see Capacity Trending.

Capacity Usage Trends .
&
Time Unt“ Full _ Total Usable Capacity
(per available history) —__ Awailable histary regressian
> 1 year

Time until Full
{per limited history)
> 1 year

ilable history trend 15
—— Limited history regression
s Limnited history trend

—— Actual Consurmed Capacity

Feh lular Apr Wiy Jun Jul Ay

Linear regression analysis was performed on the historical capacity consumed by the entities in this pool.

The available history trend and projected Time to Full was computed using all of the available capacity consumption history, up to a max of the last 180 days.
The limited history trend and projected Time to Full was computed using only the last 30 days of capadity consumption history.

{Examine the limited history trend primarily if there have been significant recent changes in consumption that you expect to continue.)

Click the LUNSs tab. This tab displays the LUNs carved from this pool.

A LUN (logical unit) is the block storage element made available by an array or filer to a server.

Top 5 LUNSs. Displays the top five LUNs with the highest average value for Data Rate, and the
performance metrics most useful for this array or filer.

Top 5 LUNs i
Highest Data Rate Highest Avg Latency Busiest
2 . A 840 12
z [\ / = .
g N 880 & 8 %
L . 520 ~—
04:30 05:15 06:00 06:45 07:30 0g:1§ 04:30 0515 06:00 08:45 07:30  08:18 04:30 15 06:00 08:45 07:30 0e:1s

LUN Average w Current LUN Average w Current LUN Current
W Thin LUN 7_ds49 L3MBfs 1.3MBfs W Thin LUN 7_ds49 638.6us 718.2us W Thin LUN 82_ds& 8.4 % 9.0 %
m LUN 106 748.7KB[s  492.2KBfs W Thin LUN 81_ds5 5.3% 5.0 %
B LUN 32 338.9KBfs 386.2 KBfs W Thin LUN 7_ds49 4.9 % 5.0 %
H LUN 107 329.9KB[s 354.1KBfs B LUN 106 3.7 % 4.0 %
m LUN91 309.8 KBJs 305.6 KB/fs m  Thin LUN 6_ds70 26 % 2.0 %

LUN Status Filter. Click to show only LUNs with the selected status in the LUN Details table.

LUN Details. For each LUN, displays its status, physical state, parent pool or aggregate, and
whether the LUN is used by an entity in the monitored environment. The metric columns display
current values for Data Rate, Ops Rate, Latency, % Busy, Average Queue Depth, L1 Cache Hit

Rate, and Total Advertised LUNs Size. Click a " Sparkline to plot metric values over the time
period.

NOTE: If a metric is not available for this particular array or filer, the column is not displayed.

The remaining columns provide the following details:
- Protection. Displays the type of protection in use on the LUN, such as the RAID level.
- Thin?. Indicates whether the LUN is thin-provisioned (true) or thick-provisioned.

- IQN. Displays the iSCSI Qualified Name. Click the Customizer -5 to add this column.
- vFiler. Filers only. Displays the name of the virtual filer associated with the LUN.

Alarm Summary. Displays alarms on LUNs.

Click the Disks tab.

Displays the disks used by the selected pool. For more information, see Common Component Disk Tab

Data.

To investigate further:

Click a LUN name. See Investigating a LUN.
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Click a disk name. See Investigating a Physical Disk.

Pool belonging to an Isilon storage array

To explore a pool for an Isilon storage array:

1 On an Isilon-related dashboard, click a pool name.

The Pool dashboard opens.

2 Review overall performance in the Summary tab.

Pool Details. Displays the pool’s status, parent storage array, and current values for IFS Capacity:
Free and IFS Capacity Used for the IFS file system. In addition, the total capacity is broken down

into hard disk drive and solid state drives metrics as follows:

- Total. IFS Capacity: Total and IFS Capacity: Free
- HDD. IFS Capacity: HDD Total and IFS Capacity: HDD Free
- 8SD. IFS Capacity: SDD Total and IFS Capacity: SDD Free

Pool Details
Status: /A, Warning IFS Capacity

Storage Array: & islloncluster2 Total: 40.0TB
WFree

Mused HDD: 40.0TB

550 0.0MB

Free:

Free:

Free:

39.8TB

39.8TB
0.0MB

99,6 Yo m—

Performance. Charts plot the following metrics for the selected pool over the time period: % Busy,
Latency, L1 Cache Hit Rate, L2 Cache Hit Rate, Data Read Rate, Data Write Rate, Read Ops Rate,

and Write Ops Rate.

Performance v
Average CPU Busy % IFS Data Rate
S Srie
=
% a AN TR
“Busy _ { e 1\ — Ji_"__‘*.".i "
—— . —— Read s =
0530 0630 0730 0830 05:30  06:30  07:30  08:30
Average Disk Latency Disks Throughput
= S
"4 I
There Is No Data To Dizplay 2 - | z
— Write / B 4
— Lan N S —
eney — Read =
0530 0830 07:30 0830 0530 0830 0730 08:30
Cache Hit Rate Ops Rate to Disk
’ o100 . Ty
) N oS
— u [T { * —Wrte | __7_._;003
2 5 - - = ——Read —
0530 0830 07:30 0830 0530 0630 07:30 0830

Node Status Filter. Click to show only member nodes with the selected status in the Node Details

table.

Node Details. For each node belonging to the pool, displays its name, status, physical state, and
current values for Data Rate, % Busy, Latency, L2 Cache Hit Rate, IFS Capacity, and IFS Capacity:
Free. Also displays the worst status of the node’s disks, external network ports, and internal network

ports, and identifies the node’s parent pool. Click a *" Sparkline to plot metric values over the

time period.

<7 Node Status Filter [ Unset ]

Node Details
MName «  Status State  DataRate  CPU % Busy T;ge[n)i;l: = C;:"b: bt Ca;%ty IFS Free SDti:tfs
isioncuster2-1) @ Normal| A~ 140 g mBfs NV 8.0 % 0.0ms | e 12.4% 10.0TE 10,0 T e————
sloncluster2-2 @ Normal A g avms | Ve 0.0 % Doms | ‘e 1247  10.0TB 10075 e——
isioncuster2-3 | @ Normal| "y qwpie | 10% 0.0ms | e 12.4% 10.0TE 10,0 T e————
isloncluster2-4 | @& MNormal | A ampis | N \o.0% 0.0ms | o 12.4% 10.0TB 10,0 TH SE— &

np_ig_12000x =
np_ig_12000x
np_ig_12000x
np_ig_12000x
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You can add the following metrics to the table by clicking the Customizer % icon:
L1 Cache Hit Rate, Send Data Rate and Rcv Data Rate. You can also choose to display other Isilon
details, such as Total Disk IOPS and Model.

= Alarm Summary. Displays alarms on the pool.
3 Click the Capacity tab.

= Capacity Usage Trends. Provides a visual display of the estimated capacity consumption in the
future, based on a regression analysis of the historical capacity consumption.

If time until full shows n/a, it means enough historical data hasn't been collected yet to perform an
analysis. Mouse over for additional information. For additional information, see Capacity Trending.

Capacity Usage Trends .
&

Time Unt“ Full _ Total Usable Capacity

(per available history) —__ Awailable histary regressian

> 1year —— Ayailable history trend =
—— Limited history regression
== Limited history trend

Time until Full —— Actual Consumed Capacity

(per limited history) L

= 1 year 1]

Feb Ivlar Lpr Wy Jun Jul g

Linear regression analysis was performed on the historical capacity consumed by the entities in this pool.

The available history trend and projected Time to Full was computed using all of the available capacity consumption history, up to a max of the last 130 days.
The limited history trend and projected Time to Full was computed using only the last 30 days of capadity consumption history.

(Examine the limited history trend primarily if there have been significant recent changes in consumption that you expect to continue.)

4 Click the Network tab. Assess the performance of the ports in the External Network from the perspective of
the pool.

= Charts. Plot aggregated values for Send Data Rate and Rcv Data Rate, and Packet Errors % for
the external network connections over the time period.

= Port Status Filter. Click to show only ports with a selected status in the Port Details table.

= Port Details. For each port used by the external network, identifies the port name, parent node,
status, physical state, and current values for Send Data Rate, Rcv Data Rate, and Packet Errors %.

Also displays the maximum speed of the port. Click a " Sparkline to plot metric values over the
time period.

+ | NOTE: When the registry variable StSAN_StoragePortShowUtilMax is set to show port
utilization, the chart and table display Rcv Util (% of max) and Send Util (% of max).

External Network Summary

* 2 oo
80
:;?.d '::‘: — II." 18 —packet Evor % : ®
f
\ / 0
~—
07:15 0745 02:16 0245 00:15 0048 10:15  10:45 O7:15 0745 08:15 0840 08:15 0945 1015 10:45
<7 Port Status Filter [ Unset]

Port Details -
Mame & Node Status Phys State Send Data Rate Rev Data Rate Error Rate Max Port Speed S
liext-1 igiloncluster2-1 (o] Mormal 1.1 MBfs " 988.0 KBfs 0.0 % 1.0Gbfs *

liext-2 isiloncluster2-1 [~] Mormal - 2.0KBJs - 141.6 KBJs 0.0 % 1.0 Gb/fs

l:ext-agg igiloncluster2-1 (o] Mormal 1.1 MBfs * 1.1MB/s 0.0 % 2.0 Ghfs

Ziext-1 isiloncluster2-2 @ Mormal ~ ' 45.4B/s I 166.0B/s 0.0 % 1.0 Gbfs

2iext-2 igiloncluster2-2 (] Mormal 740.7 Bjs 348.9B/s 0.0 % 1.0 Gb/s

2:ext-agg isiloncluster2-2 @ Mormal 756, 1B/fs 1,017.3B/s 0.0 % 2.0Gbfs

Jiext-1 igiloncluster2-3 (] Mormal N 148k S 145.4B/s 0.0 % 1.0 Gb/s

Jiext-2 isiloncluster2-3 @ Mormal s 48.5B/s /" 173.4B/s 0.0 % 1.0 Gbfs

Jiext-agg igiloncluster2-3 (] Mormal / 49.9Bjs S 32128/ 0.0 % 2.0 Ghjs
Hext-1 isiloncluster2-4 (7] Normal ~ acani S eeamie non e 1.0Gbfs ™

= Alarm Summary. Displays alarms on ports used by the external network.
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5 Click the Disks tab. Displays the disks used by the selected pool. For more information, see Common

Component Disk Tab Data.

6 To investigate further, click a disk name. See Investigating a Physical Disk.

Common Component Disk Tab Data

The Disks tab can be found on the following dashboards:

Member/Node
Pool
Aggregate
NASVolume.

The Disks tab displays the physical disks associated with the selected entity.

NOTE: The images in this section reflect an EMC CLARIiON storage array, but the views should be similar
for any filer or storage array. For filers, where the word pool is used, it means aggregate.

Top 5 Disks. Displays the top five disks with the highest average value for Ops Rate and the performance
metrics most useful for this array or filer.

Top 5 Disks -
Highest Avg Ops Rate Highest Avg Queue Depth Highest Avg Read Latency
43 4 8
2 A 2
A\ j\ { A || ——— _A\|e
AL S L PN AN
08:15  09:00 095 10:30 11015 12:00 09:15 0900 0245 1030 115 12:00 0215 0900 0945 1030 115 1200
Disk Average v Current Name Average = Current Disk Average = Current
m 02-13 28.90psfs  27.0opsfs m 0205 0.2 0.0 m 0207 3.7ms 2.8ms
m 0203 28.90psfs  27.0opsfs m 02-11 0.2 0.0 m 0208 3.6 ms 2.4ms
| 0203 27.7 opsfs 24.0 opgfs m 0207 0.2 0.0 | 02-15 3.5ms 2.6ms
m 0205 27.4opsfs 24,0 opsfs m 0203 0.1 0.0 m 02-04 3.4ms 2.6ms
| 0202 27.3 opsfs 25.0 ops/s | 02-15 0.1 L0 m 02-11 3.4ms 2.4ms

Disk Status Filter. Click to show only disks with the selected status in the Disk Details table.

Disk Details. For each disk, identifies its status, physical state, parent pool or aggregate, and Disk Size,
and then displays current values for Ops Rate, % Busy, Average Queue Depth, Data Rate, and Latency.

Click a " Sparkline to plot metric values over the time period.

; | NOTE: If a metric is not available for this particular array or filer, the column is not displayed.

The remaining columns provide the following details:

- Role. Displays the role played by the disk in the pool, such as disk or spare.

- RPM. Displays revolutions per minute as reported by the vendor.

- Disk Interface. When available, displays the type of interface, such as SATA or SCSI.

- Member. EquallLogic and Isilon only. Displays the name of the member node where the disk physically
resides.
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<7 Disk Status Filter [ Unset]

Disk Details

MName
01-01
0105
01-09
01-13
01-14
01-16
02-01
0202
02-03
02-04
0205

Status ~

ea

aeeed’edeR

Phy State
Normal

Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal
Normal

Normal

K Poals
Assigned
Assigned
Assigned
Assigned
Assigned
Assigned
Assigned
Assigned
Assigned
Assigned
Assigned

Disk Size

465.8 GB
465.8 GB
465.8 GB
465.8 GB
465.8 GB
465.8 GB
558.9GB
558.9GB
558.9GB
558.9GB
558.9GB

Ops Rate

n
N
N
N

0.0 ops/s
0.0 opsfs
0.0 ops/s
0.0 opsfs
0.0 ops/s
0.0 opsfs
0.0 ops/s
25.0 ops/s
24.0 ops/s

~ 24.0 ops/s

24.0 ops/s

Avg Q Depth

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

|Search o~ |
Data Rate Latency Role
0.08/s 0.0ms Disk
0.08B/s 0.0ms Disk
0.08/s 0.0ms Disk
0.08B/s 0.0ms Disk
0.08/s 0.0ms Disk
5.0KBls 0.0ms Disk
0.0Bf 0.0 ms Spare
™ 376.0K M/ 36ms Disk
Moo3s7.0k. ™ /36ms Disk
™ - 422.0K NS 37ms Disk
Mo34a0k. ™ /36ms Disk

<

1

Hi

Alarm Summary. Displays alarms on disks.
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5

Investigating VPLEX Storage

To gain a complete picture of the performance of a VPLEX storage device, you need to understand how its child
components are performing.

This section covers the following topics:
e Introducing VPLEX Virtualization Components Dashboards
* Investigating Director - Ports
* Investigating a Virtual Volume

¢ Investigating a Storage Volume

Introducing VPLEX Virtualization
Components Dashboards

The VPLEX Virtualization Components dashboard is a drill-down view that displays virtualization details about a
selected VPLEX storage array, performance and capacity metrics, and alarms.

For information about each type of VPLEX Virtualization Components dashboard, see the following topics:
* Investigating Director - Ports
e Investigating a Virtual Volume

* Investigating a Storage Volume

Investigating Director - Ports

The data displayed in the dashboard reflects values for the VPLEX storage over the selected time range. This
walkthrough describes the contents of each of the tabs.

To explore a director:
1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.
2 In the Storage Explorer dashboard, click the director name in the Director table.
3 In the Summary tab, review performance in terms of key metrics.
= Details. Displays physical details about the selected director.

= Charts. Plot values over the time period for these metrics, if available: Ops Rate, Data Rate, %
Busy, Frontend Abort, and Average Queue Depth.

= Alarm Summary. Displays alarms on the selected director. To investigate further, click an alarm.
See Assessing Storage Alarms.

4 In the Ports tab, Shows the history performance data of the port, including Ops Rate, Data Rate, and
Latency.
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To explore a port:

1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.

2 In the Storage Explorer dashboard, click the director name in the Port table.

3 In the Summary tab, review performance in terms of key metrics.

Details. Displays physical details about the selected port.

Charts. Plot values over the time period for these metrics, if available: Ops Total, Bytes Read, Bytes
Write, Read Latency, and Write Latency.

Alarm Summary. Displays alarms on the selected port. To investigate further, click an alarm. See
Assessing Storage Alarms.

Investigating a Virtual Volume

A Virtual Volume represents a logical SAN block storage device on an VPLEX array that can be exposed for
mapping to a server. The data displayed in the dashboard reflects metric values for the Virtual Volume over the
selected time range. This walkthrough describes the contents of each of the tabs.

To explore a Virtual Volume:

1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.

2 In the Storage Explorer dashboard, click the Virtual Volume in the Virtual Volumes Detail table.

3 In the Summary tab, review performance in terms of key metrics.

Details. Displays the Virtual Volumes'’s status, physical details, parent device and capacity metrics.
Ops Chart. Shows the history Ops Rate of the virtual volume.
Data Rate Chart. Shows the history Data Rate of the virtual volume.

Latency Chart. Shows the history Latency of the virtual volume.Alarm Summary. Displays alarms
on the VPLEX array.

Alarm Summary. Displays alarms on the selected virtual volume. To investigate further, click an
alarm. See Assessing Storage Alarms.

4 In the Frontend Topology tab, displays the dependency mapping from virtual machines to the virtual
volume. Click a cloud node to display the network dependency mapping from VM disks to the virtual
volume.

5 Inthe Backend Topology tab, displays the dependency mapping from the virtual volume to the destination
LUNSs. Click a cloud node to display the network dependency mapping from the virtual volume to the
destination LUNs.
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Investigating a Storage Volume

The data displayed in the dashboard reflects values for the selected storage volume over the selected time range.
The Storage Volume dashboard has only one tab.

To explore a storage volume:

1
2
3

On the navigation panel, under Dashboards, click Storage & SAN > Storage Explorer.

In the Storage Explorer dashboard, click the Storage Volume in the Storage Volumes Detail table.

In the Summary tab, review performance in terms of key metrics.
= Details. Displays the storage volume’s status, physical details, parent device, and size if available.
= Charts. Plots values for Data Rate, Data Read Rate, and Data Write Rate.

= Alarm Summary. Displays alarms on the selected storage volume. To investigate further, click an
alarm. See Assessing Storage Alarms.

In the Topology tab, displays the dependency mapping from virtual volumes to the storage volume, and
the dependency mapping from the storage volume to destination LUNSs. Click a cloud node to display the
network dependency mapping from the storage volume to destination LUNSs.
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6

Troubleshooting Storage
Performance

Administrators may receive problem reports from stakeholders about the performance of a VMware virtual

machine (VM). When the suspected cause is storage, the Administrator can run an automated analysis using the
Storage Troubleshooting dashboard. The analysis can quickly rule out a storage issue, allowing the Administrator
to focus on other areas. Conversely, if a storage issue is found to be contributing to poor performance, the results

of the analysis clearly highlights the datastores or RDM disk extents that require attention.

This section is intended for Foglight for Storage Management users with the role of Storage Administrator. It

describes how to start an investigation, analyze the results, and change latency thresholds. It also summarizes the

algorithm used to identify and assess storage performance issues.
This section describes the following topics:

e Starting a Troubleshooting Investigation

* Analyzing Storage Issues

* Analyzing the Pool

¢ Changing Latency Thresholds

* Understanding the Troubleshooting Algorithm

Starting a Troubleshooting
Investigation

Before beginning an investigation, you should ask the person reporting the issue the following questions:

¢ What is the host name of the affected virtual machine?

¢ When did you first notice the performance issues? The reported time frame determines how you set the

zonar time range.

To investigate a potential storage performance issue:

1 On the navigation panel, under Dashboards, click the Insights tab, and then click Live Troubleshooter.

2 Set the zonar to encompass the reported time frame, up to a maximum of 8 hours.

The zonar is located in the upper right corner of the dashboard.

S

T

oray = T =
im Last 1h 4h §h 24h 48h 72h
427[17 9:1L:53 PM 4/28[17 12:11:53 AM

Analytics Live Troubleshooter Reports
Troubleshoot Storage Performance @
Set the Dashboard timerange to the time you want to analyze.
Select the Object for Analysis: Edit the latency thresholds used in the analysis:
Virtual Machine ¥ ~ Ay Warning: | 250 ms € Critical: 350 ms 4 Restore defaults Perform Analysis
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3 Type the host name of the virtual machine.

4 The latency threshold values are set automatically based on the latency registry variables. If different
values would be more meaningful for your analysis, see Changing Latency Thresholds.

5 Click Perform Analysis.

Depending on the complexity of the analysis request, it may take a little time before the results of the
analysis appear on the dashboard.

Troubleshoot Storage Performance @

Set the Dashboard tmerange to the time you want to analyze.

Select the Object for Analysis.

Virtual Machine [+ | [gamma-io-uma -

Change the Latency thresholds to use values other than the default in the analysis.
25ms  (Warning)

Edit Thresholds
(Critical)

35ms

Perform Analysis
g io-vm4 [ esxl. : 1
Thursday, August 1, 2013 8:00 AM - 10:00 AM 2 hours a

»

{# Datastore: ds120_FQ_gamma-vol2
WM gamma-io-vm41/0 E Latency on Disk Extents that make up this Datastore on E] The WM is reporting 1/0 latency aver
To Datastore ds120_FQ_gamma-vol2 ESX gamma-esxl. thresholds accessing this datastore.
Disk extent(s) report latency over

WM Latency 08:00 10:00 thresholds while this VM is doing 1/0. E
@ naa.6090a088502e50c8a819e Sceaec37366 o
vs threshold
| (1,498,757)
vs el The performance problem is likely to be
M Workload in the SAN Storage or in the network.
Throughput
I0Ps
ESX Workload
Throughput |
I0Ps |
Analyze San Storage il

Recall that a virtual machine can get its storage either from a datastore (connected in turn to one or more
disk extents or to a NASVolume) or directly from an RDM disk extent (without a datastore). In the analysis
results, each datastore or RDM disk extent that is connected directly to the selected virtual machine is
represented by a separate view.

6 Review the icons displayed in the title bars of each datastore/RDM view.

« Ifa Normal & icon appears in all title bars, the performance issue is not storage-related. This
investigation is complete.

; | TIP: In some cases, the Diagnosis summary (right-hand panel) may contain hints about where to look
next. For example, increased /O (as compared to typical I/O for this period) may indicate that an
application is behaving differently than before.

= Ifthe Attention £ icon appears in one or more title bars, continue your investigation following the

workflow described in Analyzing Storage Issues.

Analyzing Storage Issues

If the view for a datastore or RDM disk extent shows the Attention “%" icon, the troubleshooting algorithm has

A

discovered evidence of a performance problem related to storage. The problem may or may not be in the SAN
Storage environment. Review the details to determine the cause of the performance issue.

Each datastore/RDM view has three summary panels (from left to right):
* VM I/O to Datastore/RDM (first panel)
* Latency for Disk Extents (middle panel)

» Diagnosis (last panel)
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A virtual machine may be connected to multiple datastores and RDM disk extents, each of which may report
varying degrees of problems. When a virtual machine has more than one datastore/RDM view, start by scanning
the timeline bars in the VM 1/O to Datastore/RDM panel to identify a datastore/RDM with consistently slow 1/O
performance or significant changes from typical performance.

The following workflow describes one way to identify a latency problem in the collected SAN Storage environment.
While the details in your investigation may differ, the general workflow should be similar to this one.

To analyze storage issues:

1 In a view showing the Attention =% icon, scan the VM /O to Datastore/RDM summary (first panel). Look

L

for timeline bars that primarily show colors such as yellow, orange, or pink, that is, any color other than
green (which represents acceptable activity).

VM gamma-io-vm4 [j0 E

To Datastore ds120_EQ gamma-vol2

VM Latency 08:00 10:00
vs threshold
vs typical

VM Workload
Throughput
I0Ps

ESX Workload
Throughput |
oPs |

In this example, the VM Latency vs Threshold timeline is orange, which means the virtual machine is
consistently exceeding the default latency thresholds that were specified for the analysis. We should focus
our investigation here.

The VM Latency vs Typical timeline is green, which means that the latency is typical for the time period; this
behavior has been going on for some time. The typical values are statistical values determined by
IntelliProfile from activity within the last 30 days.

2 Now look at the Latency for Disk Extents summary (middle panel) to identify the disk extents that are
contributing to the problem.

i | NOTE: When a datastore is connected to a NASVolume, this panel is empty.

Latency on Disk Extents that make up this Datastore on E
ESX gamma-esx1. bl 4

% naa 6090a068502e50c8a81% S5ceaeci7366
(1,438,757)

In this case, there is only one disk extent attached to the datastore. Its timeline is orange, which means the
disk extent is exceeding latency thresholds. The number in brackets indicates that the virtual machine was
performing I/O to the disk extent while the VM was experiencing latency. The larger the number, the more
I/O was occurring. When this number is zero, no /O occurred while the VM was experiencing latency.

TIP: In your own investigations, you may have more than one disk extent, in which case you may be
able to see that one disk extent is slow while the others are normal. Or you may have multiple virtual
machines sharing the same disk extent. In this case, the Diagnosis panel may display a message to
let you know that the latency may not reflect this virtual machine alone.

3 Next, review the notes in the Diagnosis summary (last panel).
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The VM is reporting I/0 latency over
thresholds accessing this datastore.
Disk extent{s) report latency over

thresholds while this VM is doing 1j0.

The performance problem is likely to be
in the SAN Storage or in the netwark.

Analyze San Storage

In this case, one of the notes describes a correlation between the virtual machine latency and the disk
extent latency. The other note points toward a problem in the SAN Storage or the network, and below is a
button that begins an analysis of the SAN Storage.

; | NOTE: If the troubleshooting algorithm determines that the issue is likely in the SAN Storage
environment, and if the SAN Storage is provided by an element that the Foglight for Storage
Management system is monitoring, the Analyze SAN Storage button appears in the Diagnosis panel.

Before analyzing the SAN Storage, you may want to quantify the performance issue by reviewing the
metric values that underlie the timeline bars in the summary panels.

a Inthe VM I/O to Datastore/RDM summary, click the Chart E] icon.

Charts: VM gamma-io-vm4 L0 to Datastore ds120_EQ_gamma-vol2 0Ox
WM gamma-io-wmd Latency &
320
240
180 3

a0

02:05 0245 08:25 08:35 08:45 O08:55 0005 00:15 D0:25 00:35 00:45 0955

= Latency | Baseline ‘Warming Threshald Critical Threshald

WM gamma-io-wmd Throughput

m

o
02:05 0845 0225 082:35 02:45 08:55 00:05 00:15 08:25 08:35 0045 0055

——Data Rate | Baseline

W gamma-io-vmd 10Ps

T ra00

VNV TN —

The charts show the values of the metrics over the time period. Some charts also contain a baseline
range, which shows a statistical range of values encountered over the last 30 days. Spikes outside
of the normal range represent a significant change in behavior that may warrant further
investigation.

In this case, the top chart shows that the VM /O latency is hovering around 200 m/s, well above the
default 25 m/s and 35 m/s latency thresholds.

b Close the window.

¢ Inthe Latency for Disk Extents summary, click the Chart E] icon.
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Charts: Latency on Disk Extents that make up Datastore ds120_EQ_gamma-vol2 Ox

naa.6090a068502e30c8a819eSceasc3 TI66 [gamma-esx] .usacclab monosphere .com]
=

04 o
08:00 08:10 08:20 08:30 08:40 08:50 09:00 09:10 09:20 09:30 09:40 09:50 10:00
——Latency —Waming Threshald — — - Critical Threshold — Ops Rate

The chart shows the disk extent latency values hovering around 180 m/s. The latency here may
reflect the activity of multiple VMs doing 1/O or the performance within the ESX itself. It is clear that
a significant delay is occurring in the disk extent.

d Close the window.
In the Diagnosis panel, click Analyze SAN Storage.

The Storage-Side Analysis window breaks down performance by the Extent, the LUN to which it belongs,
and the pool to which the LUN belongs.

Storage-Side Analysis x
ﬁ VM gamma-io-vmd 10 to DataStore ds120_EQ _gamma-vol2 on ESX gamma-esxl

1 naa.6090a068502250c8a8 192 Sceaec37366 e

Extent @ naa.n090a068502250c85819e5ceaec37366 Thresholds used: 25 ms (Warning)
35 ms (Critical)
03:00 10:00
Latency - all extent IO
Latency - this ¥m's IjO
LUN | gamma-vol2-ds 120 [equallogic] Latency Thresholds 15 ms (Warning)
for LUM analysis: 25 ms (Critical)
08:00 10:00

Latency vs. Threshold
Latency vs. Typical I

Pool @ default
03:00 10:00

High awg queue depth indicates pool is very busy. This is a possible

Avg Queue Depth cause of slow LjO to the LUN.

I0Ps (disk-side) I

[ Perform Pool Change Analysis ] 6 [ Perform Pool Load Analysis ] 6

This view shows that the disk extent is slow for all virtual machines and for the selected virtual machine.
The disk extent to LUN I/O performance also exceeds latency thresholds, though its current performance is
within the baseline range, which shows a statistical range of typical values encountered over the last 30
days. This indicates the high latency has been occurring for some time. If you want to see the metric

values, click the Chart @ icon.
The next step in the investigation depends on the state of the pool.
= If the pool timeline bars are green, the investigation is complete.

= If the pool timeline bars are a color other than green, you can analyze the changes within the pool
and the load on the pool. Continue the investigation by following the workflow in Analyzing the Pool.

In this example, the pool’'s Avg Queue Depth timeline bar is yellow. The note beside the bar suggests that
this may be a cause of slow I/O to the LUN. The pool warrants further investigation.
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Analyzing the Pool

When pool timeline bars show abnormal average queue depth or ops rate, analyze the changes within the pool
and the load on the pool.

Perform Pool Change Analysis. The Pool Change analyzer identifies the LUNs primarily responsible for
increased /0. It compares LUN activity in the problem time range with LUN activity during the same time
range in the past. Changes are reported in terms of average operations rate and change amount.

Perform Pool Load Analysis. The Pool Load analyzer identifies the busiest LUNs and ranks them based

on their activity during the same time range over the last 30 days (not the current time frame). Activity is
measured in operations per second.

To analyze the pool:

1

From the Server-Side Analysis window or the Pool Explorer window, click Perform Pool Change
Analysis.

Perform Pool Change Analysis

Problem Time Range: Thursday, August 1, 2013 r
8:00 AM - 10:00 AM
2 hours

Comparison Time Range: Thursday, July 25, 2013

Ch
8:00 AM - 10:00 AM

2 hours

Pool default Change Analysis Summary

LUM/MASVolume Ava Ops Rate(Problem Time Range) Ops Change Amount % Ops Change =
ggamma-volz-dslztl 245,855 21,135 9.49% =
ggamma-vnll-rdm 113.025 2.422 2.2 %
geta-vo\}dsﬁ 2.910 1615 124.7 %
geta-vn\ldslﬂ 1.009 0.412 69.1%
B schyperv-vel 0,000 0,000 0.0 %
g grinder-val 0.000 0.000 0.0 %
g grinder-vol2 0,000 0,000 0.0 %

g gamma-vol3-thin-ds 121 1.0786 -0.083 -7.2%
g gamma-vol5-ds123 1,183 -0,086 6.8 %

Total Change Amount

W gamma-vel2-ds 120
W gamma-vel1-rdm
W eta-valz-ds13
Weta-valt-dsin

W sc-hyperv-val

W other

The analyzer compares activity for all the LUNSs in the pool during the problem time range with their activity
a week ago. In this example, the table and pie chart confirm that the LUN with the highest average

operations rate and change amount is the LUN that includes the disk extent used by the poor performing
virtual machine.

; | TIP: You can change the comparison time range by clicking Change and selecting a new date and
time range.

2 Close the window.

3 Click Perform Pool Load Analysis.
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Perform Pool Load Analysis aIx

» Note
~ Top 10 Busiest LUNs/MASVolumes
300

240

1 2 3 4 El ] 7 8 a 10

~ All LUNs/HASValumes in the pool <default>

Search b
i LUN/MASYolume 10Ps % of Total Connected YMs or Physical Hosts
1 @ gamma-vol2-ds 120 247.5 54.91% gamma-io-vm4 -
2 @gamma-voll-rdm 113.8 25,25% gamma-io-vmd
3 @ eta-vol2-ds11 82.9 18.39% | eta-86-vm3, eta-86-vm4
4 @ eta-vol3-ds13 2.3 0.63% | eta-86-vm4, eta-86-vm5
5 @gamma-vols-dslﬁ 1.0 0.23% nfa
[ @gamma-voH-min-dleZ 0.9 0.2% n/fa
7 @ gamma-vol3-thin-ds121 0.9 0.19% nfa
5 [Eeta-valids1o 0.8 0.18% n/a
] @sc-hyperv-vol 0.0 0% nfa
10 | B grinder-vol 0.0 0% | nja
11 @grinderrvoIE 0.0 0% nfa

The chart and table show the top ten busiest LUNs. The analysis is based on the last 30 days of activity
during this time range. In this example, the table confirms that the top two busiest LUNs are connected to
the poor performing virtual machine.

4 Close the window.

The investigation is complete.

Changing Latency Thresholds

One way Foglight for Storage Management determines if the performance problem is occurring in the SAN storage
environment is to evaluate latency against the thresholds defined for latency in registry variables. The latency
thresholds used for analysis are, by default, the same thresholds as are used for generating latency alarms. If you
think it would be helpful to adjust the threshold values for your analysis, you can change the threshold values using
the Storage Troubleshooting dashboard. The original registry variables are not updated.

;i | TIP: If you change thresholds, you can restore the default values later using the Reset button.

To change the latency thresholds:
1 In the Storage Troubleshooting dashboard, click Edit Thresholds.
2 Specify the new thresholds in milliseconds for one or both of Warning and Critical.

3 Click Apply.

Understanding the Troubleshooting
Algorithm

To determine if the problem is likely to be a storage performance problem, Foglight for Storage Management
evaluates latency metrics against thresholds and typical performance, and disk extent metrics against the I/O
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being performed to the extent by the virtual machine. If the likely cause of the problem is slow performance in the
SAN Storage environment, Foglight for Storage Management examines the LUN or NASVolume. If no
circumstances, such as a rebuild, are identified as a cause of high latency, the pool is examined.
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4

Managing Data Collection, Rules,
and Alarms

NOTE: This section is intended for users with the role Storage Administrator. Some tasks also require the
Foglight for Storage Management role of Administrator (as noted) to manage agents and rules.

1
You can collect additional types of relationship data, change collection schedules, manage rules, and manage
alarms.

* Collecting Virtual Storage-to-SAN Relationships

* Inferring Physical-Host-to-Storage Relationships

* Modifying Data Collection Schedules (Administrator role required)

¢ Managing Foglight for Storage Management Rules (Administrator role required)
e Managing Alarm Settings

* Troubleshooting Database Limits

If you are looking for information about configuring Foglight for Storage Management agents and agent masters,
reviewing agent alarms, creating support bundles, or backing up data, see the Foglight for Storage Management
Installation Guide.

Collecting Virtual Storage-to-SAN
Relationships

To include virtual storage-to-SAN relationships in your topology diagrams, you need to enable storage collection
on your VMware or Hyper-V Performance agent. If you did not enable this option when defining the agent, you can
enable it by editing the agent.

; | NOTE: If you cannot see the Administration dashboards, ask your Foglight for Storage Management
Administrator to add the role VMware Administrator or Hyper-V Administrator to your user account.
To update an existing virtualization agent to add the collection of storage data:

1 On the navigation panel, under Dashboards, click VMware > VMware Agent Administration or Hyper-V >
Hyper-V Agent Administration.

2 In the Agents table, locate the Agent. In the Data Collection column, you can see whether general data
collection is enabled for this agent. Storage data collection, however, is not enabled by default.
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Agents

@ add rRefresh I (U Activate (D) Deactivate [ Start Data Collectiop ata Collection @ Remove fitUpdate Agent

P
1

Agent Name «  Foglight Agent Manager Host Active Agent Version

e Wihod
¥ 10 stc7bbagn o = @ Version Up ToDiate. *
[ stc7bb8gn1 of nfa = @ Verzion Up To Date
10 stc7hbagn o nfa =1 &) version Up To Date
1 stc7bbagni o nfa = @ \iersion Up To Date
1 stc7bb8gni of nfa B w @ Version Up To Date

3 To enable storage data collection for an agent, click the agent’s Edit [+ icon.

4 Select the Enable Storage Collection check box and click Save.

Inferring Physical-Host-to-Storage
Relationships

If you want to understand how storage resources are being accessed by the physical hosts in your network,
without using agents to monitor the hosts directly, you can enable dependency processing. Dependency
processing collects FC switch zone information and LUN connection information from arrays and filers, analyzes
each host port used for storage 1/0, and infers the (most likely) physical host associated with the port. When
dependency processing is enabled, relevant topology diagram are enhanced to show inferred hosts connected to
the ports that are used for storage 1/0. Connections from inferred hosts are shown as orange or blue lines.

Figure 19. SAN Topology tab

T Unmonitored Hosts Only (Without Agents) > @ topfuel.monosphere.com

Monitor | SAM Topology

o8

Details
= @= APM0O0101301407
NS
topfuel. monospherd [ [ ié I %
@ @ @ @
—— fopTuel.monospnere.com is not currently
topfuel.monosp| panitored. ign.1992-04.com.emcicx.ap. . CLARICN+APMO010130 1407... WFuller_1

In future, if you decide you want to collect data about inferred physical hosts, you can begin monitoring the hosts
by configuring Infrastructure agents. For instructions, see Reviewing Inferred Hosts.

Enabling Dependency Processing

Dependency processing requires that you have VMware Performance agents configured to monitor your vCenters,
and that storage collection is enabled on the agents. For more information, see “Configuring VMware Performance
Agents” in the Foglight for Storage Management Installation Guide.
To enable dependency processing:

1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Environment.

2 Click the Administration tab.

3 Click Enable Physical Host to Storage Dependency Processing.

4

In the Physical Host Support message box, click Yes.
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The dependency processing algorithm collects information and runs a host-resolution process. This may
take some time.

When the processing completes, the Enable Physical Host to Storage Dependency Processing Task
changes to Disable Physical Host to Storage Dependency Processing Task, and a new task, Review
Physical Host FQDNs, appears in the task list.

Storage Environment ¥

Moritoring | FAQts || Reports | Administration | Getting Started

Tasks:

Configure Agent for Storage Device Monitoring
Change Alarm Sensitivity
Configure Storage Administrator Email Addresses

B imits
Disable Physical Host to Storage Dependency Processing
Review Physical Host FQDNs

5 Next Step: Reviewing and Editing Host-Port Assignments

Reviewing and Editing Host-Port Assignments

After enabling dependency processing, it is a good idea to review the list of inferred hosts derived from this
process. You can verify that the inferred hosts are correct for the specified port, fix errors, and provide missing host
names. For this task, you use the Review Physical Host FQDNs dashboard.

NOTE: The Review Physical Host FQDNs dashboard also contains host-port assignment for physical hosts
that are being monitored by an agent.

To review the list of hosted identified by dependency processing:

1

On the Storage Environment dashboard, in the Administration tab, click Review Physical Host FQDNs.

The Review Physical Host FQDNs dashboard opens. The table displays the list of hosts, the associated
port carrying storage 1/O, zone information for switch ports, and the number and type of storage resources
accessed. You can filter the contents of the table using the Show Host Ports check boxes.

T Swrage Envionmen * Physical Host FQDMs G+ Snday, Febroary 3,

£2  Review Physical Host FQDNs

Storage Manager uses zone info from FC Switches, and LUN info from arrays and fllers, to determne the lkely Host FQDM assodated with a Host Port used for Storage 1/0,
This allows the Physical Hosts assodated with LUNS to be shown on varicus sareens.

Provide Host FQDNs for unresobved Host Ports, and/ or fix an incorrect Host FQDH-Host Port resolution in the table below.

Show Host Ports with the following features:

] Mo Resabved FODM, No User-specfied FQON 1| o Reesoived FQDM, User Specified an FQDN
7| Have Resohved FQON, No User Override | Rescived FODN Was Overridden by User
“yRefresh B Calect Zone Information [ Change Zone Frocessing Params | Edit Host FQDN Clear Host FQDN Sea 2
7 view Host FQON = Host Port Switch Port (WWN & las) Zone Infoemation 3::‘2
a us-red-sgi2. monosphere. com 2013000573d64348 (fc1/19) Compellent-us-red-sgi2 ZllNs -
@  us<edsgZmonosphere,com 2011000573d92270 (fc1f17) Compellent-ussed-sgl2 2LLks
@  topfuel.monosphere, com nfa 4LLNs
0 titendey nfa 1LLs
B testhest usscdab. monasphere, com 10 LUNS
e gropelio. usacclah. monosphere. com AMSI100_QA_to_gropelio ILLNs
@  brunelio.usacclsh.monosphere. com AMS2100_QA_Brunelio, HOS9570Y_to_brun 1l
@  bordeaux.usacdab.monosphere.com nfa 2Lks
(1] nfa 4lUhs
(] nla 4L

2 To add missing host names or change existing host names:

a Click the row check boxes for the port assignments you want to change. All selected ports will be
assigned the same host name.
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b Click Edit Host FQDN.

“Refresh B» Collect Zone Information [T Change Zone Processing Params | [ Edit Host FQDN 3¢ Clesar Host FQDN
View Hast FQDM Host Port Switch Port (WWHN & Alias)
(3] 2100001b32144c96 nfa
I ] 10000000c957a0ee nfa
7 @ 1000000 ]c‘:)S?aDe:‘ rremep— -
g Spedify Host FQDN for selected Host Port(s):
') FQDN: titan|
(1] bmit" to assign the ports(s) to the
o
o
0 Submit | Cancel |
o ~ -

¢ Type the fully qualified domain name for the host, and click Submit.
The table displays the new host-port assignments.

3 To remove host assignments from ports, select the row check boxes for the ports and click Clear Host
FQDN.

= Clearing a user-resolved host makes the agent-resolved host active, if one exists.

= Clearing an agent-resolved host adds the host FQDN to a list so that it does not get reassigned to
the port in the future.

Running Dependency Processing Manually

If your environment has changed, you can update inferred-host-to-storage connections immediately rather than
waiting for a scheduled processing.

; | NOTE: Edited host-port assignments are not affected by these actions.

On the Review Physical Host FQDNs dashboard, use one of the following options:
¢ Refresh—Runs the host-resolution analysis to identify inferred hosts for ports handling storage I/O.

* Collect Zone Information—Dependency processing automatically collects zone information on a nightly
basis. If your environment has changed, use this button to collect updated zone information for FC
switches in your environment and run the host-resolution analysis. The collection and analysis can take
between five to ten minutes, possibly longer depending on the complexity of the environment.

Customizing Helper Strings for Dependency
Processing

Zone names are set by the Storage Administrator and typically include the names of devices connected to ports.
The dependency processing algorithm processes the zone name strings using various helper strings to identify the
possible host names associated with a port. ADNS lookup is performed on the possible names to identify the most
likely host FQDN. You can customize the helper stringers for your environment and improve the accuracy of the
inferred hosts.
To customize helper strings for dependency processing:
1 On the Storage Environment dashboard, in the Administration tab, click Review Physical Host FQDNs.
2 Click Change Zone Processing Params.

The Edit Parameters for Zone Info Processing dialog box opens.
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3

7

To specify IP addresses to ignore during dependency processing, click Invalid IPs. Click Add, specify an
IP address, and click Add.

Some DNS setups always return a default IP address when a DNS lookup of a possible host name fails. If
a DNS lookup of a host name returns an IP address listed in the Invalid IP table, the host name is
considered invalid for dependency processing purposes.

Edit Parameters for Zone Info Processing X

Invalid IPs | DNS Exdude Strings || Split Strings | Translation Strings _
IP addresses that should be considered invalid:

© Add | Edit Remove

You can edit user-defined Zone Info Processing parameters in the tabs above,

To specify strings that may be included in the zone information, but are known not to be host names, click
DNS Exclude Strings. Click Add, specify a string, and click Add.

Edit Parameters for Zone Info Processing X

Invalid IPs | DNS Exdude Strings | Split Strings . Translation Strings
Strings that should not be considered when looking up DNS names:

© Add | Edit Remove

-

You can edit user-defined Zone Info Processing parameters in the tabs above.
Save Cancel ]

To specify strings used as separators for readability in the zone names, click Split Strings. Click Add,
specify a string, and click Add.

To specify strings that you want to convert to other strings before performing a host name DNS lookup,
click Translation Strings. Click Add, specify a string found in the zone information and the new string to
use, and click Add.

When you are finished customizing parameters on all tabs, click Save.

Dependency processing begins. Zone information is collected using the changed parameters and host-
resolution analysis is performed.
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Reviewing Inferred Hosts

You can see a list of inferred hosts on the Infrastructure dashboard. From this dashboard, you can explore hosts
and change their host port assignments if necessary. If you are interested in monitoring and collecting detailed

data about an inferred host, you can set up an agent to monitor the host. This action moves the host from the
inferred list to the appropriate monitored host list.

For more information about the Infrastructure dashboard, see the Managing the Infrastructure Cartridge section of
the Foglight for Storage Management online help.

To review inferred hosts:
1 On the navigation panel, under Dashboards, click Infrastructure.
2 In the Select a Service list, select All Hosts.

3 In the Monitoring tab, click the Inferred tile.

Infrastructure Environment Gr Tuesday, Juby 30, 2013 3:42 PM - Now 4 hours + [l Repors =

q All Hosts ) - < Select a Service Add O3 Monitor - Fg Single Host  Fig) Multiple Hosts

Monitoring I_FAQis Administration

79 84| gd o |0 25 M 178 | |[g@ o

Windows HPLUX Inferred Infrastructure ATX
8 & 4L @ i (- @ & & @
4 & 1 7 : : : a o | of o=

17 a 5 148

Selected Service All Hosts

Inferred Summary - All Inferred 3 Explore

Search Objects 0

— J - These hosts have been found while monitoring other systems. They are not currently being monitored,
All Inferred Select a host to add monitoring to it.

@ alpha-esx4.usacdab.monosphe | _ 444 monitoring to a group of hosts by selecting Add OS Monitoring to Multiple Hosts above.
e beta-esx L.usacdab.monosphel - Choose the hosts you'd like to monitor by using Add Know Unmonitored Hosts action on the Host List card of the wizard.
@ beta-esx2.usacdab.monosphe
B hardazis eacdsh manacnhar

4 In the quick view, click a host in the Inferred list and then click Explore.
5 Click the SAN Topology tab.

The SAN Topology tab displays the connections to the LUNs identified through dependency processing.

T Infrastructhere Environment » e topfuel.

Monitoh || SAN Topology

a
WFuller_2

a
WFuller_1

w—o—B

topfuel Thin LUN 1000

a
Svolfvol12flunl

6 Click a Cloud = icon to show the connections through a port in a Details window.

An orange line connecting a host to a port indicates that the host is an inferred host.
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Details ox

g= Earthl
= Ll ] 0 — S
L | o= L3 ® 3
topfuel, ign. 1991-05.com, | &% 1an-1931-05.com... . Earthl Jvalfvol12/lunl
| topfuel. : | Host: ) topfuel. 1

Port Type: P

Data Rate: nja

Actions: = Assign to Different Host

¥ Remove Link to Host

7 If the assigned host is incorrect, click the Host Port E icon and select the desired action, such as
Assign to Different Host or Remove Link to Host.

8 Close the Details window.

9 If you want to set up an agent to monitor this host, click the Monitor tab.

; | NOTE: If your user credentials do not include the role Administrator, you need to ask someone with
this role to create an agent to monitor the host.

10 Click Configure Host Monitoring.
11 In the Add Monitored Host wizard, follow the online instructions to add the host.

For help with the wizard, see “Adding a Monitored Host” in the Managing the Infrastructure Cartridge
section of the Foglight for Storage Management online help.

Modifying Data Collection Schedules

Generally speaking, the default data collection schedules are suitable for most environments. If you notice that
some agents take an extended time to collect topology data or performance data, and modifying your monitoring
environment is not a suitable solution, you may want to change the data collection schedules for the affected
agents. You can find the current duration of collections in the Edit Agent Properties dialog box.

Understanding Data Collection Types and
Schedules

Storage Collector agents perform two types of collections: topology collections and performance collections.

Topology collections

During topology collections, Foglight for Storage Management gathers basic information regarding each object
and its child objects. For example, on an array object, LUN, disk, and children information is gathered. Foglight for
Storage Management gathers various attributes and parameters (for example, size or capacity) as well as
relationship data. This relationship data is the key to understanding the basic topology and interconnects, or paths,
between objects (parent to parent, child to parent and, where appropriate, child to child). Without this relationship
information performance analysis would not be possible.

Performance collections

During performance collections, Foglight for Storage Management gathers the following basic types of information:
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* Performance metrics for each known object (an object is known if it has previously been collected during a
topology collection).

e The performance collection enumerates objects and their children. This enumeration determines if there is
any change in the topology (for example, a LUN has been created, a new ESX server has been added to a
cluster, or a new VM has been created). As the collector recognizes changes in the environment
(sometimes in conjunction with the server) it schedules topology collections to ensure that Foglight for
Storage Management continually has an accurate understanding of the underlying topology. Not all
topology changes can be detected by the performance collection. A scheduled topology collection will pick
up any undetected changes.

Default data collection schedules

Storage Collector agents have a default schedule for topology and performance collections, as described in the
following table.

Table 20. Default data collection schedules.

Collection
Type Interval Notes
Topology collection 3 hours n/a
15 minutes Defines the collection interval for an agent that
monitors a storage device using SMI-S or Hitachi
AMS. The management hosts from which the
Performance Collection for EMC Storage Collector agent collects performance data
SMI-S and Hitachi AMS only using SMI-S obtain performance data from the
arrays every 15 minutes. Setting the agent to
collect data more frequently is inefficient, because
the same data is re-collected and discarded.
10 minutes Defines the collection interval for an agent that

Performance Collection for all

uses a different method (than those listed above)
others

to monitor a storage device.

For information about the technologies used by Storage Collector agents to monitor the different kinds of storage
devices, see “Configuring Agents to Monitor Storage Devices” in the Foglight for Storage Management Installation
Guide.

Modifying Data Collection Schedules for
Storage Collector Agents

i | NOTE: You require the Foglight for Storage Management role Administrator to perform tasks that affect

agents.

The collection interval can be increased to reduce the collection frequency impact in busy environments. It is not
recommended to reduce the performance collection interval to less than five minutes. You can change the
schedule for all agents by editing the default schedule, or clone the default schedule to create and select a specific
schedule for a Storage Collector agent.
To modify storage collection schedules:

1 On the navigation panel, under Dashboards, click Administration > Agents.

2 Click Agent Status.

The Agent Status dashboard opens.
3 Select the agent whose schedule you want to change from the Agent Status view. You can select any

Storage Collector agent if you are changing the default schedule.
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4 Click Edit > Edit Properties.

les By Tag | Activate [§ Deactivate [¥) Start Data Collection [ii] Stop Data Collection [ Edit 5 Delete [ Uparade

Agent Manager
delta-fms-vm4.vfs.stc.us.qsft
delta-fms-vm4.vfs.stc.us.qgsft
delta-fms-vm4.vfs.stc.us.qgsft

delta-fms-vm4.vfs.stc.us.asft

The Agent Status view displays.

Namespace Edit Tags

StorageCollector StorageC

Edit Properties

StorageCollector StorageCollector

StorageCollector StorageCollector

StoraaeCollector StoraageCollector

5 Select Modify the properties for this agent only.

6 Scroll down to the Data Collection Scheduler section.

Agent Status
ABHEES PR SRRy Uy W S gL

O O AT IM!
cliPath - Used for CLARI{ON CLI,
Tuning Manager

useSecondaryCli - Used for Tuning ) True

Manager

aspVersion - Version of this ASP |2
data

children - List of child targets
childrenversion - Last update of 2
children

Status Poll in Seconds 60

@ False

18014308500483012 brocade300(

Data Collection Scheduler

Collector Config
defaultSchedule B

@Changing Secondary Property lists have global implications

|~

&) Reports

|

(Bads To Agent status | [ cancel

From here you can perform the following agent editing tasks:

= To edit an existing schedule, continue with this procedure.

= To create a unique schedule for an agent using clone, see Creating a unique schedule for an agent.

= Assign a cloned schedule to another agent, see Assigning a Cloned Schedule to Another Agent.

7 From the Data Collection Scheduler drop-down, select the schedule you want to edit.
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Agent Status
Changes will apply only to this agent.

—
Other for Hitachi TM)

cliPath - Used for CLARIION CLI,

Tuning Manager

useSecondaryCli - Used for Tuning© True
Manager

aspVersion - Version of this ASP 2

data

children - List of child targets  18014398509483912 brocag
childrenversion - Last update of 3
children

Status Foll in Seconds

@ False

60

Data Collection Scheduler

Collector Config
Hefautschedule ¥

)

May 31, 2012 6:16:39 AM PDT 3] Reports

ing Secondary Property lists have global implications

[BadkTo Agent status | [ cancel
8 Click Edit.
The Storage Collector-<scheduleName> dialog box opens.
9 Click inside the field you want to edit and make the required changes.
Agent Status Mayy 31, 2012 6:16:39 AM PDT
Changes will apply only to this agent.
StorageCollector - defaultSchedule ®
. Caollector Name Default Collectio_..  Time Unit Fast-Mode Colle...  Fast-Mode Time . Fast-My
| | Topology Collection B: hours 0 seconds o
S e riormance Losechon MNUTES 10 seconds 12 I
Other for Hitachi TM)
diPath - Used for CLAR}|
Tuning Manager
useSecondaryCli - Used |
Manager
aspVersion - Version of {
data
children - List of child t§
childrenVersion - Last ug | € >

children

Add Row

| [ Delete seiected Row() |

Status Poll in Seconds = | |

Data Collection Scheduler

B

| Edit | | Clone | peiet |

10 Click Save Changes.
11 Close the Storage Collector-defaultSchedule dialog box.
12 Click Back to Agent Status.

The edit is complete.

Creating a unique schedule for an agent

This procedure provides the steps required to create a unique schedule for a

To create a unique schedule for an agent:

“Changing Secondary Property lists have global implications

Storage Collector agent.

1 From the Agent Status view, click Modify the private properties for this agent.
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Agent Status

Hame Host Type
Brocade Switch Mgr StorageColiector

This agent is using a ate set of properties and is disconnected from the properties for StorageCollector agents.
Lmodify the private properties for this agent.

-QMndif‘f the properties for all StorageCollector agents.

X pelete custom set of properties for this agent.

2 Scroll down to the Data Collection Scheduler section.

3 In the Data Collection Schedule section, click Clone.

Data Collection Scheduler

Collector Config

defaultSchedule A @'Changing Secondary Property lists have global implications

<

The Clone defaultSchedule dialog box opens.
4 Enter a schedule name, and click OK.
The newly-cloned schedule appears in the Collector Config schedule selector.
5 Click Edit.
The Storage Collector edit dialog box opens.
Click inside the field(s) to be edited.
Click Save Changes to update the new schedule.

Close the Storage Collector-<name> dialog box.

© o0 N O

Click Save to assign the new schedule to the agent.
10 Click Back to Agent Status.

The edit is complete.

Assigning a Cloned Schedule to Another Agent

This procedure provides the steps required to clone a schedule to another Storage Collector agent.

To assign a cloned schedule to another agent:
1 From the Agent Status view, click Modify the private properties for this agent.
2 Scroll down to the Data Collection Scheduler section.
3 Click the Collector Config drop-down list.
4 Select the schedule you want to assign to this agent.

Data Collection Scheduler

Collector Config
Brocade Schedule il [ Edit ] [ Clone ] [ Delete ]

Brocade Schedul\ﬂ"JTl.'.ro

oS b adul

5 Click Save to assign this new schedule to this agent.
6 Click Back to Agent Status.
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The edit is complete.

Managing Foglight for Storage
Management Rules

NOTE: You require the Foglight for Storage Management role Administrator to perform tasks that affect
rules.

To see the list of Foglight for Storage Management rules, navigate to Administration > Rules & Notifications >
Rule Management, and select StorageUl from the Cartridge list. For help with rules, open the online help from
this dashboard.

All Foglight for Storage Management rule names start with StSAN and are organized into categories:
* Essential—StSAN E—Essential rules alert on latency issues, capacity issues, device failures, and errors.
¢ Normal—StSAN N—Normal rules alert on things like data traffic spikes.

¢ Tuning—StSAN T—Tuning rules are additional rules for situations that do not cause performance issues in
most environment.

The Essential and Normal categories are enabled by default. The rules within each category can be enabled or
disabled individually. By default, all rules in the Essential category are enabled, and all rules in the Normal
category are disabled. You may want to review the Normal rules and enable the ones that suit your environment.
Finally, you can control whether alarms are generated for rules in all categories or only some categories. For more
information, see Changing Alarm Sensitivity.

You can and should modify rule conditions to better suit your storage environment. To change conditions, copy the
rule and modify it. Then you can enable the new rule and disable the original rule. This approach allows you to
refer back to the original rule if necessary, and also protects you from changes to the default rules that may occur
during regular software updates. For more information, search for “Copying or deleting rules” in the online help.

For rules that reference registry variables for threshold values, you should modify the threshold in the registry
variable, rather than modifying the rule. For help finding and editing registry variables, search for “Registry
Variable” in the online help.

NOTE: Rules that begin with SESANCar are rules used internally by the Storage cartridge, and do not
generate alarms. Do not disable or alter these rules.

Managing Alarm Settings

You can control which type of rule generates alarms and also set up email notifications.

Changing Alarm Sensitivity
You can control which categories of StSAN rules generate alarms.

To set the alarm sensitivity:
1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Environment.
2 Click the Administration tab.
3 Click Change Alarm Sensitivity.
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Set Alarm Sensitivity Level x

@ Essential
y Generate alarms for enabled Essential rules - about

latency, capacity, device failures, and errors. Essential
SAN & Storage Alarm Level rule names begin with "StSAN E".
Select the alarm sensitivity to @
determine what level of alarms the
system will generate for SAN and
Storage devices.

Normal
Generate alarms for enabled Essential and Normal rules.
Normal rules include those on data traffic spikes. Normal
rule names beqgin with "StSAN N".

Changing Alarm Sensitivity wil @ Tuning

impact all users.

Generate alarms for enabled Essential, Normal, and
Tuning rules. Tuning rule names begin with "StSAN T".

@ None ( all off )
Disable generation of alarms for all Essential, Normal,
and Tuning rules. (Mote: rules named StSANCar... are
not affected.)

Save Cancel

4 Select the category of rules that generate alarms or turn off alarms for all essential, normal, and tuning
rules.

As noted in the option descriptions, each option includes the rule category that matches the name of the
option plus the categories listed in the option above it, so selecting Tuning enables alarms for tuning,
normal, and essential rules.

5 Click Save.

Configuring Email Notifications for Alarms

You can define a list of email addresses that receive a notification whenever an essential rule evaluates to a
Critical or Fatal status. Email addresses are saved to the StorageAdministrator registry variable. An
essential rule begins with StSAN E and has the email action set automatically. For more information about rules,
see Managing Foglight for Storage Management Rules.
To specify email addresses:

1 On the navigation panel, under Dashboards, click Storage & SAN > Storage Environment.

2 Click the Administration tab.

3 Click Configure Storage Administrator Email Addresses.

4

Click Add, type an email address, and click Add. Repeat to add additional email addresses.
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Tasks:

Configure Agent for Storage Device Monitoring

Change Alarm Sensitivity
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eview Instances and Limis
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Troubleshooting Database Limits

Foglight for Storage Management sets limits on the number of instances of each object type that can exist in the
Database Repository. On the Administration tab, the Review Instances and Limits task enables you to view a table
containing a list of Foglight for Storage Management object types.

For each object type, the table displays the instance limit, the number of instances currently in the database, the
utilization (count/limit), and a status based on utilization. While the utilization remains below 90%, the object type
status is Normal. When utilization reaches 90%, the status becomes Ciritical; if you intend to monitor new
instances of this object type, you should take some steps to plan for the growth. At 100%, the status changes to
Fatal and Foglight for Storage Management does not create anymore instances of the object type. For example, if
the SanLUN object type is at 99% utilization, and you add an agent to monitor a new storage array that has 200
LUNs configured, the SanLUN instance limit will soon be reached and you will not see data for many of the new
LUNs in the dashboards.

The limit on the number of instances per object type is a global default value, which is set in the registry variable
called foglight.limit instances. You can override the limit for selected topology types.

Before changing limits, you may want to consult with a Support Engineer to discuss
alternatives. You want to ensure that the size of your database remains reasonable while still
meeting your monitoring requirements.

To review the number of instances of each Storage object type in the Foglight for Storage
Management database:

1 On the Storage Environment dashboard, in the Administration tab, click Review Instances and Limits.
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Edit Registry Wariables

Al

Object Typa Instance Limit Instance Count Utilized - Status
SanLinkDependency2 50,000 627 1.3 % (V]
SanPhysicalDisk 50,000 423 0.8 % (V]
SanFcSwitchPort 50,000 392 0.8 % (V]
SanLun 51,000 347 0.7 % (7]
SanFcAttachedPort 50,000 253 0.5 % @
SanVolumeExportName 50,000 178 0.4 % @
SanVolume 50,000 58 0.1% @
SanPool 50,000 42 0.1 % (7]
SanStorageSupplierPortFC 50,000 36 0.1 % @
SanStorageSupplierPortISCSI 50,000 34 0.1 % @
SanLinks 50,000 18 0.0 % (7]
SanFcswitch 50,000 17 0.0 % (7]
SanAgentMessage 50,000 16 0.0 % @
SanCantraller 50,000 14 0.0 % (V]
SanStorageSupplierPortIB 50,000 13 0.0 % @
SanDirExportName 20,000 10 0.0 9% @
SanVolumeDir 50,000 10 0.0 % @
SanMember 50,000 ) 0.0 % @
SansStorageArray 50,000 8 0.0 % @
SanVsan 50,000 5 0.0 % (7]
SanISLLinks 50,000 5 0.0 % (7]
SanFabric 50,000 5 0.0 % (7]
SanFiler 50,000 4 0.0 % (7]
SanSale 50,000 0 0.0 % (7]

2 Review the Status column. If any of the icons are Critical or Fatal, consider either modifying how you
monitor that type of object or extending the limit for that object type.

3 Toincrease or decrease a limit, click Edit Registry Variables and select foglight.limit.instances.

On the Edit Registry Variables dashboard, open the online help to learn how to add a registry variable for
an object type and set its instance limit.
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8

Understanding Metrics

This section defines the metrics displayed in the Storage & SAN dashboards. It also provides an overview of
metrics in Foglight for Storage Management—you need this information if you intend to create new rules or custom
dashboards.

This section contains the following topics:
* Units of Measurement
* Performance Metrics
e Capacity Metrics

* Overview of Metrics in Foglight for Storage Management

Units of Measurement

Foglight for Storage Management uses the following units of measurement:
¢ B/s — Number of bytes per second. Frequently converted to KB/s or MB/s.
e ops/s — Number of operations per second.
* ms — Milliseconds. Frequently converted to pys (microsecond).
*  m — milli— Thousandth.
* ms/op — Milliseconds per operation.

¢ MB — Capacity metrics are captured in MB (megabytes), but are frequently displayed in GB (gigabytes) or
TB (terabytes).

Performance Metrics

In general, performance is gauged in terms of rates (such as data rates, ops to disk rates, frame rates), latency,
and utilization. The selection of performance metrics displayed in any given dashboard depends on the selected
device type and the metrics available from the device vendor.

The following tables define each metric and shows the topology name for the metric. You need the topology name
when referencing the metric in user-defined rules and dashboards.

Performance metrics are organized into the following categories:
* Fabrics and FC Switches — Performance Metrics
e Storage Arrays and Filers — Disk I/O Performance Metrics

e Clustered Storage Arrays — Network Performance Metrics
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Fabrics and FC Switches — Performance
Metrics

For fabrics and switches, performance is assessed in terms of send and receive values for the FC switch ports and
is expressed as the average number of bytes per second or frames per second. Port errors are also an important
indicator of port performance, because a higher number of errors correlates with lower send and receive values.

Table 21. Performance metrics

Display Name Description Topology Name

A range of normal values, as determined by IntelliProfile by n/a
Baseline looking at historical data for the same time range. A baseline
range displays after seven days of data collection.

Data Rate Bytes per second sent and received though a port. bytesTotal

Average number of bytes per second received through a port. bytesRcvd
The data rate, compared against the Baseline of typical

activity, indicates whether the current traffic is typical or out of

the norm.

Also Data Xmit Rate bytesXmit

Average number of bytes per second transmitted through a

Data Send Rate port. The data rate, compared against the Baseline of typical
activity, indicates whether the current traffic is typical or out of
the norm.

Data Receive Rate

Average number of frames per second received and framesTotal

Frame Rate transmitted through a port.

Frame Receive Average number of frames per second received through a framesRcvd
Rate port.
Also Frame Xmit Rate framesXmit

Frame Send Rate  Average number of frames per second transmitted through a
port.

Average number of link errors per second on a port. Link errors  errorsLink
are caused by or affect the link status of the connection. Link
errors include:

* Link resets
Link Error Rate ¢ Loss of signal on the port
e Loss of synchronization

If an error rate value is very small, it may be displayed as 0.0. If
a fabric or switch has an actual error rate of 0, it is not
displayed.
Link Speed Current speed of a port in Mb/second. currentSpeedMb

Average number of non-link errors per frame on a port. Non-  nonLinkErrors
link errors include:

* Resource constraint that causes frames to be retried
: * CRC errors
Non-Link Error
Rate e Frame length errors
* Address errors

If an error rate value is very small, it may be displayed as 0.0. If
a fabric or switch has an actual error rate of 0, it is not
displayed.
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Table 21. Performance metrics

Display Name Description Topology Name
= Data Receive Rate / Link Speed, expressed as a bytesRcvd

Rcvd Utilization percentage. Utilization values help you identify ports that may  Utilization
be overloaded.
= Data Send Rate / Link Speed, expressed as a percentage.  bytesXmit

Xmit Utilization Utilization values help you identify ports that may be Utilization

overloaded.

Storage Arrays and Filers — Disk I/O
Performance Metrics

Rate and latency metrics describe the performance of ports, controllers, pools, LUNs, disks, and NASVolumes.
The selection of performance metrics displayed in any given dashboard depends on the selected device type and
the metrics available from the device vendor.

i | NOTE: For controllers, the Date Rate, Latency, and Ops Rate sets of metrics include Block and File versions
as well to track block and file operations separately. For example, Data Rate has Data Rate (File) and Data
Rate (Block). These sets of metrics are not included in this table.

Table 22. Disk I/0 Performance Metrics

Display Name Description Topology Name
Also displayed as Pct Busy or Busiest busy
% Busy Average percentage of time a component is busy doing 1/0O
during the collection period.
Average Queue Average number of outstanding I/O operations at the start of  avgQueueDepth
Depth each new I/O request in a pool, LUN, or disk.
Percentage of read operations that can be satisfied from the = cacheHits

Cache Hit Rate

L1 Cache Hit Rate

L2 Cache Hit Rate

cache.

Percentage of read operations that can be satisfied from this
cache.

Percentage of read operations that can be satisfied from this
cache.

cacheHitRate_L1

cacheHitRate_L2

Data Rate Bytes per second read and written. bytesTotal
Data Read Rate Bytes per second read. bytesRead
Data Write Rate Bytes per second written. bytesWrite

Average latency for read/write operations to the disks in a latencyTotalDisk
Disk Latenc pool, calculated in milliseconds per operation. At the pool

y level, Avg Disk Latency reflects the average latency for I/0 to

the physical disks.

Average latency for read/write operations, calculated in latencyTotal

milliseconds per operation. At the pool level, Latency reflects

I/0 to the pool only. If the block of data to be read is already in
Latency a cache, then the latency for that operation is very low,
(R/W Latency) because no disk access needs to be performed.

NOTE: Latency is not the sum of read latency and write

latency. The number of read operations and write operations is

different.
Other Latency Average latency for other operations latencyOther
Read Latency Average latency for read operations. latencyRead
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Table 22. Disk I/0 Performance Metrics

Display Name Description Topology Name
Write Latency Average latency for write operations. latencyWrite
Ops Rate Average read and write operations per second. opsTotal
Read Ops Rate Read operations per second. opsRead
Write Ops Rate Write operations per second. opsWrite
Other Ops Rate Other operations per second. opsOther

Clustered Storage Arrays — Network
Performance Metrics

These metrics describe the performance of an EqualLogic array’s network and an Isilon array’s internal and
external networks.

Table 23. Network Performance Metrics

Display Name Description Topology Name

Link Speed Current operational speed of the port link. currentSpeedMb

Max Port Speed Rated maximum speed of the port maxSpeedMb
Number of incorrectly received data packets divided by the packetErrorPercent

0,
Packet Errors % total number of received packets, expressed as a percentage.

Rcv Data Rate Bytes per second received through a port or group of ports. bytesWrite
Send Data Rate Bytes per second sent through a port or group of ports. bytesRead
Rev Util = Rcv Data Rate / Link Speed b)L/Jtt(-?lis;/;/trii:)c?1
Send Uil = Send Data Rate / Link Speed b)llJtteiIiS;?iii
Rev Util (% of max) Also NW Rev Util (% of max) b)ljt?l?:;/trii;i Vo
= Rcv Data Rate / Max Port Speed
Send Util (% of Also NW Send Util (% of max) bytesRead
max) = Send Data Rate / Max Port Speed UtilizationMax

Capacity Metrics

The selection of capacity metrics displayed in any given dashboard depends on the selected device type and the
metrics available from the device vendor. The following tables define each metric and shows the topology name for
the metric. You need the topology name when referencing the metric in user-defined rules and dashboards.

Capacity metrics are organized into the following categories:
» Storage Arrays — Array, Member, and Pool Capacity Metrics
* Filers — Filer and Aggregate Capacity Metrics
e Storage Arrays and Filers — LUN, NASVolume, and Disk Capacity Metrics
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Storage Arrays — Array, Member, and Pool
Capacity Metrics

The following table contains the capacity metrics you may see displayed for storage arrays, members/nodes, and

pools.

Table 24. Array, Member, and Pool Capacity Metrics

Capacity Metric

Description

Member/Node

NOTE: To view the metrics for EMC lIsilon arrays (which are significantly different than other arrays), see
EMC Isilon Only Capacity Metrics.

Topology Name

Total Advertised
LUNSs Size

Available Raw
Capacity

Available Usable
Capacity

Capacity
Provisioned to
LUNs

Overcommitment

Also Advertised LUNs Size

Sum of the Advertised LUN Size for all
LUNSs in the entity.

Capacity available in the pool that has not
been committed to data, snapshots, or thick-
provisioned LUNs. Raw counts all the disk
blocks available, before applying RAID.

Also Available Capacity

Capacity available in the pool that has not
been committed to data, snapshots, or thick-
provisioned LUNs. Usable means after
applying RAID.

Also Provisioned to LUNs

Capacity used for LUN data. Does not
include capacity that is used for snapshots,
reserves, etc.

¢ Forthin-provisioned LUNSs, this is the
capacity used for data written to the
LUNSs.

¢ For thick-provisioned LUNSs, this is
the capacity allocated to the LUNSs,
and does not reflect data written

Formerly displayed as Consumed Capacity.

= Total Advertised LUNs Size — Total Usable
Capacity

Overcommitment reflects the minimum
additional capacity needed in the pool to
support the advertised capacity promised to
thin-provisioned LUNs. When the value of
overcommitment is greater than zero, you
run the risk of I/O writes failing because of
insufficient physical storage to support the
demand.

Overcommitment is available only for arrays
where the vendor provides the total usable
capacity.

G;. Array

G;. Pool

conf_LunSize

raw_available

conf_available

Array:
lun_usable_capacity
Pool-:

conf_used

conf_LunOvercommitted
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Table 24. Array, Member, and Pool Capacity Metrics

Capacity Metric Description

Member/Node

Pool

Topology Name

Sum of the sizes of the disks in the array.

Total Disk Capacity This includes spares.

Total capacity of the pool in raw terms. Raw
Total Raw Capacity counts all the disk blocks allocated to the
pool, before applying RAID.

Total capacity of the pool or member/node in
usable terms. Pools that are defined with a
Total Usable o . .
Capacity specific RAID level have this metric. Pools
that can support LUNs with different RAID
levels do not have this metric.
= Total Usable Capacity - Available Usable
Capacity.
= Used Capacity / Total Usable Capacity
% Used Percentage of the member/node's usable
capacity that has been used.
EquallLogic Pools-Members tab only.

% of Pool Percentage of the pool storage capacity
provided by a pool member.

Used Capacity

EMC Isilon Only Capacity Metrics

G;. Array

V]

© O

]
&

V]

disk_capacity

raw_capacity

conf_capacity

conf_used

Calculated

Calculated

Isilon arrays provide additional metrics to describe the Isilon OneFS file system (IFS) capacity in terms of hard disk

drive (HDD) and solid state drive (SSD) capacity.

Table 25. EMC Isilon only Capacity Metrics

[
=
o
£
Capacity Metric Description o Topology Name
o
g E 3
< =0
Total HDD Capacity Raw capacity of the hard drives in the array, a raw_capacity HDD
as reported by the vendor.
Total SSD Capacity Raw capacity of the solid-state drives in the a raw_capacity_SSD
array, as reported by the vendor.
Total capacity of the Isilon File System. () () Array:
IFS Capacity: Total pool_capacity_conf
Pool: conf_capacity
= Total HDD Capacity + Total SSD Capacity VR~ conf_capacity
IFS Capacity Capacity of the Isilon File System on a pool
or member/node.
Also IFS Free 06 Array:

IFS Capacity: Free Free capacity of Isilon File system.

pool_free_conf
Pool and member:
conf_available
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Table 25. EMC Isilon only Capacity Metrics

Capacity Metric

Topology Name

IFS Capacity Used
IFS Capacity: HDD
Total

IFS Capacity: HDD
Free

IFS Capacity: HDD
Used

IFS Capacity: SDD
Total

IFS Capacity: SDD
Free

IFS Capacity: SDD
Used

HDD % Free

SDD % Free

[
S
o
£
Description 5
> 2
£ § 3
< = o
= |IFS Capacity - IFS Capacity: Free a a a
Capacity of Isilon File System on hard disk VR R~
drives in an array, pool, or node.
Free capacity of Isilon File System on hard a a a
disk drives in an array, pool, or node.
= IFS Capacity: HDD Total - IFS Capacity: & 66
HDD Free
Capacity of Isilon File System on solid state VR R~
drives in an array, pool, or node.
Free capacity of Isilon File System on solid a a a
state drives in an array, pool, or node.
= IFS Capacity: SDD Total - IFS Capacity: & 66

SDD Free

= IFS Capacity: HDD Free / IFS Capacity:
HDD Total

= |FS Capacity: SDD Free / IFS Capacity:
SDD Total

@ o
@ o

Calculated

conf_capacity_HDD
conf_available_HDD
Calculated
conf_capacity_SSD
conf_available_SSD
Calculated
conf_pct_available_

HDD

conf_pct_available_
SSD

Filers — Filer and Aggregate Capacity Metrics

Foglight for Storage Management supports NetApp filers (F). NetApp uses the word aggregate (Ag) instead of
pool, but the metrics collected for aggregates are similar to the metrics collected for pools.

Table 26. Filer and Aggregate Capacity Metrics

(]
©
Capacity Metric Description _ g Topology Name
: g
Also Total Advertised LUNs Size or Adv (v configured_lun_size
Advertised LUNs LUNs Size
Size Sum of the Advertised LUN Size for all LUNs in
the entity.
Sum of the Advertised Size for all NASVolumes. VR~ Filer:
Advertised configured_vol_size
NASVolumes Size Aggregate:
conf_VolSize
Also Total Disk Capacity () disk_capacity

Disk Capacity
(Raw)

Sum of the sizes of the disks in the filer. This
includes spares.
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Table 26. Filer and Aggregate Capacity Metrics

Capacity Metric

Description

Topology Name

Aggregate

Free Disk/Spares
Capacity (Raw)

Aggr Capacity
(Usable) Total

Aggr Capacity
(Usable) Free

Aggr Capacity
(Raw) Total

Aggr Capacity
(Raw) Free

Overcommitment

Total Usable
Capacity

Available Usable
Capacity

Used Capacity

% Available

Amount of disk capacity that has not been
committed to an aggregate.

Disk capacity cylinder coloring and capacity
alarms are defined in registry variables with the
prefix:
StSAN.FilerDisks.PctUnallocatedCapacity Thres
hold...

Also Total Usable Aggr Capacity

Sum of the Total Usable Capacity of all the
aggregates in the filer. Aggregate capacity
cylinder coloring and alarms are defined in
registry variables with the prefix:

StSAN.FilerAggregates.PctUnallocatedCapacity
Threshold...

Also Available Aggr Capacity

Sum of the Available Usable Capacity in the
aggregates. Usable means after applying RAID.

Also displayed as Aggregate Capacity
(Raw)

Sum of the raw capacity of all the aggregates in
the filer.

Sum of the available raw capacity in all the
aggregates.

= Advertised NASVolumes Size — Aggr Capacity
(Usable) Total

Overcommitment reflects the minimum
additional capacity needed in the aggregate to
support the advertised capacity promised to thin-
provisioned volumes and LUNSs.

When the value of overcommitment is greater
than zero, you run the risk of I/O writes failing
because of insufficient physical storage to
support the demand.

Total capacity of the aggregate in usable terms.
Usable means after applying RAID.

Also displayed as Available Capacity

Capacity available in the aggregate that has not
been committed to data, snapshots, or thick-
provisioned volumes and LUNs, in usable terms.
Usable means after applying RAID.

= Total Usable Capacity — Available Usable
Capacity
Also % Free

= Available Usable Capacity / Total Usable
Capacity

(1;. Filer

disk_free

pool_capacity_conf

pool_free_conf

pool_capacity_raw

pool_free raw

a conf_overcommitted

a conf_capacity

() conf_available

a conf_used

@ Calculated
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Storage Arrays and Filers — LUN, NASVolume,
and Disk Capacity Metrics

These metrics describe the capacity of LUNs, NASVolumes, and disks.

Table 27. LUN, NASVolume, and Disk Capacity Metrics

Q
£
Capacity Metric Description E Topology Name
Z2 0 =x
5 < 2
J 2 o
Advertised LUN Size of the LUN as advertised to the hosts ,@, advertisedSize
Size connected to the LUN.
Capacity provisioned for LUN data. In a thin- size
provisioned LUN, this is the capacity used
Provisioned Usable for data written to the LUN. In a thick-
Capacity provisioned LUN, this is the capacity
allocated to the LUN, and does not reflect
data written.
Provisioned Raw Capacity provisioned for LUN data in raw ,@, rawCapacity
Capacity terms.
Advertised Size Size of the NASVqume as advertised to the @ total_capacity
host mounting the volume.
Free Capacity Advertised Size — Used Capacity () available_capacity
Used Capacity Capacity in volume committed to data, @ used_capacity
snapshots, etc. in usable terms.
% Used = Used Capacity / Advertised Size () percent_used
Size of the disk in MBs. Disk capacity ,@, size
cylinder coloring and capacity alarms are
Disk Size defined in registry variables with the prefix:
StSAN.FilerDisks.PctUnallocatedCapacity T
hreshold...

Overview of Metrics in Foglight for
Storage Management

Metrics and data are saved in the Foglight for Storage Management database as properties of topology objects.
Topology objects correspond to the types of storage devices and components being monitored in your storage
environment.

TIP: For in-depth information about the Foglight for Storage Management data model, see the Data Model
Guide.

Summary of SAN Topology Objects

If you want to create new rules or custom dashboards, or if you want to browse the data directly instead of through
the Storage & SAN dashboards, you need to know the names of devices, components, and metrics as they are
stored in the Foglight for Storage Management Database Repository.
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The following tables list the top-level storage devices and all child components, and identifies their topology object
names. These lists are not comprehensive, rather they reflect the objects that you may need to reference if you are
creating new rules or custom dashboards. For other objects, see the Data dashboard. For help navigating to the
Data dashboard, see Locating SAN Topology Objects in Foglight for Storage Management.

Table 28. SAN Topology Objects

Device Topology Object
Fabric SanFabric

Fibre Channel Switch SanFcSwitch
VSAN SanVsan

Filer SanFiler

Storage Array SanStorageArray
Component Topology Object
FC Switch Port SanFcSwitchPort

FC Port (Arrays/Filers)

SanStorageSupplierPortFC

IP Port (Arrays/Filers)

SanStorageSupplierPortISCSI

InfiniBand Port (Arrays)

SanStorageSupplierPortIB

Controller SanController
Disk SanPhysicalDisk
LUN SanLun

Member SanMember
NASVolume SanVolume

Pool or Aggregate SanPool

Virtual Machine

SanStorageVirtualMachine

Logical Interface

SanLogicalInterface

Locating SAN Topology Objects in Foglight for
Storage Management

; | NOTE: You require the Foglight for Storage Management role Administrator to access the Configuration >

Data menu.

You can explore directly the metrics and data captured for monitored storage devices and their components. Data
is displayed as a hierarchy of objects.
To locate storage topology objects:

1 On the navigation panel, under Dashboards, click Configuration > Data.

2 Expand the Storage & SAN branch.
3 Select a device type and then a device.
4

Select a metric to view details in the Property Viewer.
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For example, the following image shows a selected FC Switch (brocade3900_3). The Data Rate metric,
which is called bytesRcvd, is selected and displayed in the Property Viewer. The Property Viewer
contains tables showing all collected values for the selected metric. For more information, see
Understanding Metric Data in Charts and Tables.

Figure 20. Property Viewer
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Appendix: Supported Storage

Devices Table

The following configurations of FC Switches, Filers, and Storage Arrays are supported on the Foglight for Storage
Management:

Table 29. Support matrix

Supported platforms

Supported latest GA

FC
Switches

Filers

Storage
Arrays

Brocade

Cisco

NetApp

Dell Compellent

Dell EqualLogic

EMC
CLARIiON/VNX
CLI

EMC
CLARIiiON/VNX/
VMAX SMIS

EMC Isilon

EMC VPLEX

HDS
AMS/USP/VSP

HP EVA

HP 3PAR

Brocade Network Advisor (BNA)
MDS 9000 up to MDS 9700 Series
Nexus 5000 Series

NetApp Filer 7-Mode

NetApp Filer Cluster Mode (C-Mode)
NOTE: Metro Cluster is not supported.

Dell Enterprise Manager (EM)
Dell Storage Manager (DSM)
PS Series group

NOTE: FS7600 series NAS appliance is not supported.

EMC NaviSphere Command Line Interface (CLI)

EMC SMI-S Provider

NOTE: VNXe series is not supported.
CLARIiON CX4

CLARIiON AX4

CLARIiiON AX150

VNXALL

Symmetrix VMAX 10K
Symmetrix VMAX 20K
Symmetrix VMAX 40K

EMC Isilon OneFS

EMC VPLEX Local and Metro

Hitachi Command Suite
NOTE: HUS array is not supported.

HP StorageWorks Command View

HP 3PAR InServ F400
HP 3PAR StoreServ 8000
HP 3PAR StoreServ 8400

Foglight for Storage Management 6.3.0 User and Reference Guide

BNA 14.0.1

N/A

N/A

DATA ONTAP 7.X up to 8.1.1
DATA ONTAP 8.X up to 9.6

EM 2015 R3 (Build 1_5.3.1.300)
DSM 2018 R1
Firmware 6.0

NaviSphere CLI 7.33.9.1

e Supported latest solutions
Enabler GA: 7.6.2

¢ Supported latest SMI-S GA:
46.2

¢ Supported latest solutions
Enabler GA: 8.3.0

e Supported latest SMI-S GA:
8.3

Isilon OneFS version 7.2.1
Isilon OneFS version 8.0

GeoSynchrony 6.0 and higher
HCS v8.5.1

HP StorageWorks Command View

EVA v9.04
N/A

175

Appendix: Supported Storage Devices Table



Table 29. Support matrix

Generic
SMI-S
Array

Dot Hill
EMC Unity

Fujitsu
HP

Huawei

PureStorage
IBM

Lenovo

Supported platforms

Dothill Assured SAN 5720 (Seagate)
Unity 300/300F

Unity 400/400F

Unity 500/500F

Unity 600/600F

UnityVSA

Fujitsu ETERNUS DX200S3 and DX80S2
HP P2000 MSA and P2040 MSA
OceanStor V3 Series

OceanStor V5 Series

OceanStor Dorado

FA-420

StoreWize v3700

Lenovo DS4200
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Supported latest GA
N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

V3R6 and later

V5R7 and later

V3, V3R1, and V6 Series
N/A

N/A

N/A
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About Us

We are more than just a name

We are on a quest to make your information technology work harder for you. That is why we build community-
driven software solutions that help you spend less time on IT administration and more time on business innovation.
We help you modernize your data center, get you to the cloud quicker and provide the expertise, security and
accessibility you need to grow your data-driven business. Combined with Quest’s invitation to the global
community to be a part of its innovation, and our firm commitment to ensuring customer satisfaction, we continue
to deliver solutions that have a real impact on our customers today and leave a legacy we are proud of. We are
challenging the status quo by transforming into a new software company. And as your partner, we work tirelessly to
make sure your information technology is designed for you and by you. This is our mission, and we are in this
together. Welcome to a new Quest. You are invited to Join the Innovation™.

Our brand, our vision. Together.

Our logo reflects our story: innovation, community and support. An important part of this story begins with the letter
Q. It is a perfect circle, representing our commitment to technological precision and strength. The space in the Q
itself symbolizes our need to add the missing piece—you—to the community, to the new Quest.

Contacting Quest

For sales or other inquiries, visit https://www.quest.com/company/contact-us.aspx or call +1-949-754-8000.

Technical support resources

Technical support is available to Quest customers with a valid maintenance contract and customers who have trial
versions. You can access the Quest Support Portal at https://support.quest.com.

The Support Portal provides self-help tools you can use to solve problems quickly and independently, 24 hours a
day, 365 days a year. The Support Portal enables you to:

* Submit and manage a Service Request.

* View Knowledge Base articles.

¢ Sign up for product notifications.

* Download software and technical documentation.
* View how-to-videos.

* Engage in community discussions.

e Chat with support engineers online.

* View services to assist you with your product.
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