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Executive summary

This document provides information about how to set up the Dell DR Series system as a backup to disk
target for IBM Tivoli Storage Manager (TSM).

For additional information, see the DR Series system documentation and other data management
application best practices whitepapers for your specific DR Series system at:

http://www.dell.com/support/home

NOTE: The DR Series system/Tivoli Storage Manager screen shots used for this document may vary

slightly, depending on the versions of the DR Series system/Tivoli Storage Manager Software you are
using.
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Installing and configuring the DR Series system

1. Rack and cable the DR Series system, and power it on.
In the Dell DR Series Systern Administrator Guide, refer to the sections "IDRAC Connection”,
"Logging in and Initializing the DR Series System”, and “Accessing IDRAC6/Idrac7 Using RACADM"
for information about using the iDRAC connection and initializing the appliance.

2. Log on to iDRAC using the default address 192.168.0.120 or the IP address that is assigned to the
iDRAC interface with the user name and password: root/calvin. Launch the virtual console.

Froparties

System Summary

System Summary ® C 7

erver Health

CECEEOE

3. After the virtual console is open, log on to the system as the user administrator with the password
StOr@ge! (The "0" in the password is the numeral zero).

e 1 1.88.8@) Build
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5. View the summary of preferences and confirm that it is correct.

Set Static IP Address

IP Address 18.18.86.1688

Hetwork Hask

Default Gateway 18.18.86.126

DNS Suffix idmdemo . local

Primary D 16.18.86.181

DR488H-5

6. Logon to the DR Series system administrator console using the IP address you just provided for
the DR Series system with the username: administrator and password: StOr@ge! (The "0" in the

password is the numeral zero.).

(¢ | R RR Enter User Defined IF Address

& snage B =

DRA000
ml- DR4000-DKCVES1

Login

Plaase enter your panswerd:

Lag in

Note: if you do not want to add the DR Series system to Active Directory, see the DR Series System
Owner’s Manualfor guest logon instructions.

7. Join the DR Series system into the Active Directory domain.

a. Select System Configuration > Active Directory from the left navigation area of the DR Series

system GUI.
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DR4000

administrator (Log out) | Help

y Dashboard
‘Global View
Dashboard )
[ System State: optimal || HW State: ootimal |l Number of Alerts: 0 Number of Events: 157
Events
Health
Usage Capacity Storage Savings Throughput
Container Statistics .
Replication Statistics Physical 2 - 2
Storage
Containers
Replication 0%| : 00
Encryption [ 50
Clients . 50
Schedules -
System Configuration 0 0
Support w4 42 &40 450 200 a0 450
Il Total Savings
Current Savings = 48. ax
Used & Encrypted
- (495GiB/532 GB
System Information
Product Name: DR4000 Total Number of Files in All Containers: 1006 (?
ystem Name: swsys-49 MNumber of Containers: 2
Software Version: 3.2.0194.0 MNumber of Containers Replicated: 1}
Current Date/Time: Fri Apr 24 04:50:15 2015 Active Bytes: a5GB (7
Current Time Zone: UsiCentral Advanced Data Protection: Idle
Cleaner Status Pending Encryption Status Pending
Total Savings: 47.96 %
Copyright @ 2011 - 2015 Dell Inc. All rights reserved
b. Enter your Active Directory credentials.
DR4100 administrator (Log out) | Help
e
Active Directory Ll

B Global View
B Dashboard
Settings

The Active Directory settings have not been configured. Click on the ‘Join’ link to configure them.

Container Stafistics
Replication Statistics
Storage
Schedules
System Configuration
Networking

i-Active Directory
Local Workgroup Users

CIFS Share

Active Directory Configuration

Note: By joining the Active Directory, you will lose the current URL and session connectivity to the
system. The browser will re-direct to a new URL and you will need to log back into the system again.

= fields are raquired.

Domain Name (FQDNY" |

Username".
Email Alerts Password®
Admin Contact info
Password Org Uni

Email Relay Host
Date and Tim
Support

Cancel Join Domain

Copyright ® 2011 - 2015 Dell Inc. All ights reserved
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1.1 Creating a container (NFS/CIFS)

1. Create and mount the container by selecting Containers in the left navigation area and then
clicking Create at the top of the page.
ml_ DR4100 administrator (Log out) | Help
Containers I Dette |

B Giobal View

Dashboard

= Storage Number of Cantainers: 3 Container Path: /containers
;-Containers Containers Files Marker Type  Access Protocol Enabled Replication Select
Replication
P ¢ backup 19 Auto NFS, CIFS Not Configured
S
Clients test! 0 None CIFS Not Configured
Schedules tsmsmall 31 Auto VTLISCSI Not Configured
System Configuration
‘Support
Copyright @ 2011 - 2015 Dell Inc. Allrights reserved

2. Enter a Container Name, and click Next.

Container Wizard - Create New Container

. * = required fiekds
Container Name

5, hyphen, and

ICsntainerName'_ My_Container_Backup| I

Virtual Tape Library (VTL) :

ca“CEI

3. Select the storage access protocol as NAS, and then click Next.
Container Wizard - Create New Container
= required fiekds

Select Access Protocols

Container Name and Type

Storage Access Protocol”: Dell Rapid Data Storage (RDS) ? ‘
My_container_backup

Symantec OpenStorage (OST)

(EDnas (NFs, oIFs)

< Back Cancel Next >
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4. Select to Enable Access Protocols (NFS or CIFS) as appropriate and select the Marker type as Auto.
Click Next.

Container Wizard - Create New Container
* = raquired fiekds
Configure NAS Access

Enable Access Protocols : NFS {IUse MFS to backup UNIX or LINUX clients) Container Name and Type
My_container_backup

CIFS (Use CIFS to backup MS Windows clients) Access Protocols
NAS (NFS, CIFS)
Marker Type™: None @
[o I
Networker
Unix Dump
BridgeHead

Time Navigator

< Back Cancel Next >

5. Configure access by doing one of the following:
e For NFS, select the preferred client access credentials, and click Next.

i Container Wizard - Create New Container
* = required fields
Configure NFS Access

NFS Options " Q Read Write Access [ ) Insecure Container Name and Type
My_container_backup
Read Only Access
Access Protocols
Map rootto : | -select- A NAS (NFS, CIFS)

Auto

Client Access . €& Cpen (allow all clients)

Create Client Access List

Client FQDN or IP : Add
allow access client(s) Remove

< Back Cancel Next >

e For CIFS, select the preferred client access credentials, and click Next.

Container Wizard - Create New Container

* = required fiekd!
Configure CIFS Client Access equired fields

ClientAccess:  [®) open (allow all clients) Container Name and Type
My_container_backup

Create Client Access List Access Protocols

Client FQDN orIP : Add MNAS (NFS, CIFS)
allow access client(s) Remove futo
NFS Access
Read Write Access
secure

Cpen (allow all clients)

< Back Cancel Next >

Setting up the Dell DR Series System with IBM Tivoli Storage Manager



6. Check the configuration summary, and click Create a New Container.

Container Wizard - Create New Container

* = required fields
Configuration Summary

Container Name and Type NFS Access

Container Name: My_container_backup Access Option: Read Write Access
Access Protocols Ionsecureli Ho | client

en (allow all clients)
Access Protocol: NAS (NFS, CIFS) P
Marker Type: Auto CIFS Access

Cpen (allow all clients)

< Back Cancel Create a New Container

1.2 Creating a VTL container with an iSCSI connection

1. Create and mount the container by selecting Containers in the left navigation area and then
clicking Create at the top of the page.

ML DR4100 administrator (Log out) | Help
swsys-241.testad.ocarina.lc v

B Giobal View
Container Path: /containers

Containers

Dashboard
B Storage Number of Containers: 3

-Containers

Containers Files Marker Type  Access Protocol Enabled Replication Select
Replication backup 1@ Auto NFS, CIFS Not Canfigured
Encryption
Clients testl 0 None CIFS Not Configured
Schedules tsmsmall 31 Auto VTLISCS! Not Configured

System Configuration
‘Support

Copyright @ 2011 - 201 Dell Inc. Allrights reserved

2. Enter a container name, select the VTL option, and then click Next.

Container Wizard - Create New Container

= required fields
Container Name

Container Name™:  [TSM-iscsi

Virtual Tape Library (VTL) . [

Cancel Next >
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3. Select the required tape size, the access protocol as iSCSI, and the marker type. Also, enter the

initiator details as appropriate. Click Next.

Edit Container: TSM-iscsi
) ) * = required fields
Configure Virtual Tape Library

Is QEM: Container Name and Type

TSM-iscsi
_ VTL
Tape Size: s00GB 400GB 200GB
100GB 50GB 10GB
Access Protocol: NDMP iSCSl No Access
1QM, FQDN or IP
Access Control (initiator);  |10.250.209.35
Add Tapes (no. of tapes): ! " )
Marker Type: Unix Dump MNetworker BridgeHead
None * Auto Time Navigator
Cancel Next >
4. Click Create a New Container.
Container Wizard - Create New Container
* = required fiekls
Configuration Summary
Container Name and Type Virtual Tape Library

Container Name: TSh-iscsi OEM: no

Connection Type: VTL Tape Size: 300gb
Access Protocal: iSCSI
Access Control: 10.250.209.35
Marker Type: Auto

< Back Cancel Create a New Container
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5. Confirm that the container is successfully added on the Containers page.

root (Log out) | Help

elf1.ocarina local

sh -
. Containers Create | 1
B Global View
B - Dashboarad
Alerts ‘ Message ‘
Events )« Successfully added container "TSM-iscsi".
Health « Successfully enabled container "TSM-iscsi” with the following marker(s) "Auto™.
Usage
Container Statistics Number of Containers: 15 Container Path: jcontainers
Replication Statistics
Storage Containers Files Marker Type  Access Protocol Enabled Replication Select
*-Containers back_cifs il Auto CIFS Not Configured
Replication backis 3 Auto VTLISCSI Not Configured
Encryption backup 19 Auto NFS, CIFS Not Configured
Clients
Schedules Backup 0 None CIFs Naot Configured
System Configuration data 2258 None CIFs Not Configured
Support esh-bkup g None CIFS Not Configured
hpdata 14 None CIFS Not Configured
largedata 31 Alto VTLISCSI Not Configured
savz 2 HP_DataProtector NFS Not Configured
savings 0 None CIFS Not Configured
source ] None CIFS Not Configured
sourcet 0 None CIFS Not Configured
target o None CIFS Online
target! 1 None CIFS Not Configured
| TSM-iscsi [ Auto VTL Not Configured |
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2.1

Configuring IBM Tivoli Storage Manager for CIFS & NFS

target containers

Configuring the device class for CIFS & NFS protocols

The following instructions describe a basic configuration for connecting a DR Series system to the

Windows version of IBM Tivoli Storage Manager (TSM) version 7.1.4.

1.

2. Click Storage Devices > View Storage Classes.

Open the IBM Tivoli Storage Manger Administration Center.

VIR Al tasks hd

& E

Storage Devices

Welcome tsmadmin

o Welcome

= My Startup Pages
Users and Groups
Settings

Servers

Select a server and pick an option from the Select Action menu to work with its
servers that were added to the console.

[=) Tiveli Storage Manager
 Getting Started

“igw Storage Po

Wiew Device Cf

B [ 2 4 2] [ @ |

© Manage Servers i
2 Select ~

“ Health Monitor
. prise_Managemen
. Storage Devices

T Client MNodes and Backup Sets

Server Name ~

o R310-5¥5-121_TSMSRY

= Policy Domains

© Server Maintenance

« Reporting

“ Disaster Recovery Managerment
~ FastBack Servers

| libraries for All Servers

3. Click Create a Device Class.

Storage Devices

| Manage Servers

Wiew Collocation Groups..,
Wiew MAS File Servers. ..
Refresh Table

Expire Inventory...

Shred Data...

Identify Duplicates...
Wiew Wolume History...

Yiew Operator Requests...

Back Up Device Configuration...

Device Classes for R310-5Y5-121 TSMSRY

Servers > Device Classes

& device class is used to associate media volumes in a storage pool with a compatible storage device. 4 device

each storage poaol can use only one device class.

--- Select Action ---~

B ¥ [ [7] (2] (3 [#

[~|Filter

select A: e ,.: storage Poal Create a Device Class...

it Limit A:

Modify Device Class...
Delete Device Class

&dd a Storage Device...

--- Table Actions --- 4

Total: 1 Filtered: 1

13
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4. Select the FILE device type, and click Next. (This device type is optimized for writing to disk-based
storage.)

N N 3892 (uses IBM 3502 tape cartridges)
Sty D +
J sy sEoess \.I_l; 4MM {uses 4-mm tape cartridges)

MM (uses B-mm tape cartridges)
CEMTERA {uses EMC Centera)

DLT (uses Digital linear tape cartridges)
DTF (uses Digital tape farmat cartridges)

Create a Device Class

= Select Device Type

N pe upported by
LTO {uses Linear Tape-Open Ultrium cartridges)
MNAS (uses tape cartridges in drives attached to a NAS file server)
OPTICAL {uses rewritable optical cartridges)

QIC {uses quarter-inch tape cartridges)

REMOWABLEFILE (uses removable media, such as CD-RW)

SERVER (uses wirtual volumes to store data on another server)
YOLSAFE (uses StorageTek write-once-read-many tape cartridges)
WORM (use_s WritE*UﬂCE*rEad*Eﬂy optical cartridges) -

[-- Select a Device Type —— j

I'=torage Manager server,

< Back Mext = | Finish | Cancel

5. Under General Information, enter the following information, and click Next.

e Name - Enter a descriptive name for the device class.

e Path — Add the UNC path to the DR container for CIFS and the mount point of DR Series
system export for NFS.

e Mount Limit — Set the mount limit. The DR Series system supports up to 32 concurrent CIFS
connections. The optimal number of connections is five.

e Maximum File Size — Set the maximum file size. The DR Series system supports very large files,
such as 1TB.

Note: The service account for TSM needs to have the correct permission to connect to the DR Series
system CIFS share for this step to complete successfully. Before providing the information, see Appendix
A for information about setting up the TSM service account correctly.

An example for the CIFS Container Path follows.

Create a Device Class §
General Information
« Select Device Type
A file device represents a series of files in a directory, which are treated as sequential access volumes. Enter
name for the device class and the directory location where this device class will store client node data.

#,

FR4><UU I

*path to ctore files (separate multiole directory names with commas, and nointervening spaces
sswsys-70WMy_container_backup

[ allow other servers and storage agents to share access to volumes in the specified directories

2 General Information

Consider adding a minimum of two mount points for every storage pool, server, or storage agent that will use this devic
class,

Maunt limit
5

Mazimum file size
GE >

< Back Mext = Finish | Cancel |
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An example for the NFS container path follows.

Create a Device Class

General Information
+ Select Device Type
A file device represents a series of files in a directory, which are treated as sequential access volumes. Enter a
name for the device class and the directory location where this device class will store client node data.

* =3
ITSM-\scsw I ‘

*path to store files (separate multiple directory names with commas, and no intervening spaces)
I/,’mnt,v’TSMf\scsd x‘

. General Information

Summary

[allow other servers and storage agents to share access to volumes in the specified directories

Consider adding a minimum of two mount peints for every storage pool, server, or storage agent that will use this device
class.

Mount limit
Maximum file size

 ‘om— £
< Back I INext >I Finish | Cancel |

6. Click Finish.
Create a Device Class

. summary
« Select Device Type

« General Information These storage objects have been successfully defined.

= Summary
By  Device class DR4X00-Device has been created.

= Back MERt > | Finish | Cancel
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2.2 Configuring the storage pool for CIFS & NFS protocols

1. Click Storage Devices > View Storage Pools.

Al tasks

=

o Welcome

o My Startup Pages

Users and Groups
Settings

=] Tivoli Storage Manager

Getting Started
Manage Servers
Health Monitar

Palicy Domains
Server Maintenance
Reparting

Disaster Recovery Manag
FastBack Servers

Storage Devices I| Manage Servers ‘

Servers

Select a server and pick an option from the Select Action menu to work with it
to the console.

View Storage Pools...
Select ~/ Server Name £ View Dewvice Classes...

= —| wiew collocation Groups, .,
Wiew NAS File Servers...
Refresh Table

.
R310-5Y¥5-121_TSMSRY

Expire Inventory...
Shred Data...

Identify Duplicates..,

View Yolume History, .,

Wiew Operator Requests. ..

. . Back Up Device Configuration...
Libraries for All Servers

Add a Storage Device,..
A server uses storage devices to stor

Create a Library. ..

addad tn tha ~rancnla Thara aro tuen

2. Click Create Storage Pools.

ne tsmadrin

Storage Devices |Manage Servers ‘

© Welcome

© My Startup Pages

Users and Groups
settings

[=] Tivoli Storage Manager

Getting Started

Manage Servers

Health Monitor

Enterprise Managernent
Storage Devwices

Client Modes and Backup
Policy Domains

Server Maintenance
Reporting

Disaster Recovery Manag
FastBack Servers

Storage Pools for R310-5YS-_Refresh Tabla

Create a Storage Pool..,
Servers > Storage Pools Modify Storage Pool..,

Delete Storage Pool
4 storage pool represents a collection A
cannot backup a copy storage pool o Add a Starage Device...

Protect a NAS File Server

#dd Storage for NDMP Operations

Back Up Storage Pool. ..

Select ~ Name ~ Device C
= = Restore Yolumes From Copy Pool...
5] E-E Copy aActive Data
BACKUPPOOL DIS  pestore valumes From Active-data Podl...
o 8] B view Sequential Media..,
DS LS Mowve Sequential Media,..
By Reclaim Storage Pool...

SPACEMGPOOL DI

Migrate Storage Pool...

Identify Duplicates,..

Create Space Trigger...
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3. Click Next.

Create a Storage Pool
Welcome

A storage pool is a collection of volumes of the same media type on wh

Creating a storage pool includes the following tasks:

® Marne the new storage pool and specify the pool type

® Select a device clazz
& If data will be rmigrated to ancther storage pool, select that storage pool

= Back | Finishl Cancel |

4. Enter the following information for General Storage Pool Settings and then click Next.
e Storage Pool Name: Enter a descriptive name for the DR Series system pool.
e Storage Pool Description: Enter a description for the DR Series system pool.
e Storage Pool Type: Select Sequential Access as the DR Series system is integrated as a FILE

type device.
Create a Storage Pool -l ?

General Storage Pool Settings

=5 Genaral A storage pool represents a collection of storage volumes of the same media type. A storage volume
represents the basic unit of storage, such as a tape cartridge or allocated disk space. Storage pools are used to
designate where all managed data will be stored. After you define a storage pool, you cannot change its type.

*Storage pool name
DR4A00-POOL

Storage pool descrigtion
DR4X00 Pool

Storage pool type
© Random access - primary pool that uses random-access disk (DISK device class)

& Sequential access - uses tape, optical media, sequential-access disk (FILE device class), or the SERVER device class

* Primary =l =]

NAS - stores MAS file server data using NDMP

Primary 7| &

< Back Next > | Flmshl Cancel |
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5. Enter the required information for the device class, and click Next.

e Device Class Name: Select the name of the DR Series system device class (created previously).
e Maximum Number of Scratch Volumes: Set the number of scratch volumes in the system.
(Setting the value between 100 to 200 scratch volumes is recommended.)

Create a Storage Pool

>l 2

Select a Device Class

A device class represents a set of similar storage devices. A device class is used to associate storage pool

¥ General
volumes with a compatible storage device.

. Specify storage pool settings
*Device class name

IDR4><DD*DEVICE 'I

Scratch volumes are used to dynamically satisfy mount requests. Consider entering the number of physical volumes
available for this storage pool.

*Mauimum number of scratch volumes
150

Y¥ou can select another prirmary storage pool to use as a Next pool. The Next pool is used to store data migrated from the
storage pool being created. During client node operations, the Next pool can also be used to store data if this storage
pool runs out of space, or to stare files that exceed its maxzimum size.

Next storage pool
== Naone -- *

< Back Mext = | leshl Cancel |

For Identifying Duplicates, accept the defaults selections, and click Next.
(Ensure that the Identify the duplicate data in the storage pool check box is not selected as the
DR Series system uses inline deduplication and already identifies and removes duplicate data.)

-l ?

Create a Storage Pool
Identify Duplicates

The server can identify duplicate data within a FILE storage pool. This data is then removed during reclamation
processing. Eliminating duplicate data increases the amount of available disk space. However, identifying duplicate
v Specify starage pool 5ettinds  gata increases the server workload, and data that has been deduplicated can take longer to restore.

~ General

Il_ Identify the duplicate data in this storage pool I

The number of processes to identify duplicates. When calculating this number, consider the workload on the server and
the amount of data requiring deduplication.

1

< Back Mext = | Finish | Cancel

Setting up the Dell DR Series System with IBM Tivoli Storage Manager



2.3

7. Review the settings and click Finish.
Create a Storage Pool

Summary

« Specify storage pool settings
. Summary

Data will be deduplicated: No
Associated Policy Domains:

-

‘ o

Storage Pool Name: DR4X00-POOL
Storage Pool Type: Primary, sequential access
Device Class Name: DR4x00-DEVICE
Maximum Number of Scratch Yolumes: 150

+ General You have successfully created the following storage pool:

= Back Mext = |I Finish |I Cance/ |

Creating a policy domain for the backup job

1. Click Policy Domains > View Policy Domains.

Alltazks hd

| Storage Devices

o welcome N N
My Startup Pages Policy Domains
Users and Groups

Settings

H Policy Domains x" -+ l

e tsmadmin

The table shows the servers you have added to the console, and the pt
for data management to groups of client nodes. Click a server name to

[=] Tivoli Storage Manager
Getting Started

(7] [#] [18] [#] |

--- Select Action --—-~

Manage Servers
Health Monitor

e

Wiew Policy Domains...

Enterprise Managerment
Storage Dewices

Reporting
Disaster Recovery Manag,

FastBack Servers

Search for Client Node...
Refresh Table

Expire Inventory...
Shred Data...

Identify Duplicates...
Server Properties. .,

Use Command Line...
--- Table Actions ---

19
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2. Click Create a Policy Domain.
R310-5YS-121 TSMSRYV Policy Domains

Policy domains help you to apply consistent rules for data management
sets, client node schedules, and management classes.

=2 --- Select Action --- =

Select ~ Domain Name ~ DesCiacarc Policy Domain. .

— Modify Policy Domain...
e Delete Policy Domain

o - - Data st .
RBI?LES]-YS Manage Pending Changes..
o Export Policy Domain. ..
e =T ANDARL Installed  1mport Policy Damain.. .
%F Create a Client Mode. ..
& T Data st pofresh Table
--- Table Actions —--- 4
3. Click Next.
Create Policy Domain =1
Ap;llc\rdomulnnppllus i data rules to a ifled group of cllent nodes.

Creating a policy domain includes the following tasks:

& Han
= e
archina sattings for that dats
& Optionally talect the diant rodei that will use the pelicy domain,

clazs for the domain. Salect one or more storage pools for deant node dets in the domasn, and set backug snd

|I Naxnl pinielr | _cancal |

4. Enter the following required information, and then click Next.
e Name: Enter a descriptive name for the DR Series system policy domain.
o Description: Enter a description for the DR Series policy domain.

Create Policy Domain

General

- Specify the name of the policy domain. You can optionally enter a brief description of the domain.

Data and storage pool settings *Hame
Assign client nodes IDR4><DD-PnIu:yDnmam I

S rgtion
IDR4><DD Policy Domain il

< Back I MNext = | Finish | Cancel
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5. Enter the required information for data and storage pool settings, and then click Next.
o Specify default management class: Select the DR Series system pool that was set up
previously.
¢ Number of file versions to Keep: Specify how many versions of a file to keep.
o Number of days to keep inactive versions: Specify how many days to retain data after it falls
out of policy.

Note: File versions and inactive versions are set based on company policies.

Create Policy Domain
Data and storage pool settings
« General The default management class is used for all client node data that are not bound to a different management

class. Select the default management class storage pools, specify backup and archive settings, and specify if
> Data and storage pool settings  ,crive-data pools can be used.

Select a storage pool for at least one of these data types. If you do not select storage pools for both data types, backup or
archive operations can fail.

W Specify default management class settings for backup data:
*Storage pool for backup data
DR4x00-POOL 2

Mumber of file versions to keep

l

Mumber of days to keep inactive versions

)
=]

[T Specify default management class settings for archive data:

Storage pool for archive data
DR4Xx00-POOL hd

6. Select Yes to assign this policy domain to clients, and click Next.
Create Policy Domain

Assign Client Nodes Now?

« General The server manages the data and operations for a client node by using the rules of the policy domain. You can
< Dats and storage pool settings select the client nodes to assign to the new policy domain now or at another time. A client node can be assigned
to only one policy domain.

o Assign client nodes

Do wou want to assign client nodes to this paolicy domain now?
@ vas
T Mo

< Back MNext > | Firisi | Cancel
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7. Select View all client nodes to display the set of clients to move to the DR Series system, and click
Next.

Create Policy Domain

= ?
Assign Client Modes

« General Create the list of client nodes to select from.
« Data and storage pool settings
o Assign client nodes @ view all client nodes,

Summary " view client nodes that match your conditions:

Marne [

< Back Mext = | Finish | Cancel

Note: You can choose to limit if you have a lot of client computers.

8. Select the check boxes next to the clients you want to back up to the DR Series system, and click
Next.

Create Policy Domain

- ?
assign Client Modes
+ Ceneral Select client nodes to assign to the policy domain. A client node belongs to only one policy domain.
+ Data and storage pool settings
= Assign client nades = [ —— Select Action ——~ ~[Filter )
Summary _ _ ~ - = =
Select ~ Name -~ Current Policy Domain ~ Type ~ Platfarm ~ Description 24
v R310-5Y5-121 STANDARD Clignt = =
v R310-5Y5-33 STANDARD Clignt =

Page 1 of 1 1 Go| | Rows (2 3 Total: 2 Filtered: 2

< Back I Next » | Finish | Cancel
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2.4

9. Click Finish.

Create Policy Domain

-l ?

+ General
+ Data and storage pool settings
~ Assign client nodes

> Summary

summary

You have successfully created a policy domain named DR4X00-POLIGYDOMAIN with the default management
class STANDARD. You can assign additional client nodes to the policy domain later. You can update the policy
settings for additional options for handling backup and archive files later. You can also create additional policies
for the policy domain by defining schedules, option sets, and additional management classes.

Policy domain name DR4xX00-PolicyDomain
Description

Default management class name STANDARD
Storage pool for backup data DR4x00-POOL
Backup versions 2

Backup retention period 30 days

Storage pool for archive data Not defined.
Client nodes

R310-5Y 5121 [
R310-2Y5-33

< of ]

= Back [ERE > || Finish I Cancel

Creating client node and backup sets

1. Open the client nodes and backup sets from TSM to register the client machine.

VICITEN Al tasks

B

Welcome tipadmin

— Select Action —

Client Nodes and Backup Sets "" P

© Welcome

My Startup Pages

Users and Groups
Settings

Reporting

[ Tiveli Storage Manager
Getting Started

Manage Servers

Health Monitor
Enterprise Management

Server Maintenance

Reporting

Disaster Recovery Management
FastBack Servers

Client Nodes

l All Client Nodes ” By Server

=

The table lists all of the client nodes for the servers that were active between 8/24/14 at 8:23 PM and 8/24/14 at 8:23 PM. Select the
refresh action to update the table. Use the filter to find specific client nodes.

|E-| “Filter
Create a Client Node

i Version | Policy Domain Contact

Refresh Tsble

There| Creste Like. your servers
Change Password

Modify Client Node.
Remove Cliznt Node.

Schedule an Auto >

Launch Backup-Archive Client

Total: 0 Filtered: €

Move to Anathar Policy...
Export Client Node.
Movs Nata
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2. Provide the client name, policy name, and password to connect.

pors -

Wekome Upadmin Help  Logout

e Client Nodes and Backup Sets "i! = | | Scketaeton—— 8
‘W"‘ Create a chent node by accepting the default settings of by entering new information. You must enter a client node name and a password,
i Chck OK to create a node and retum to Client Nodes and Backup sets or click Add Another to create a node and save all entries to a new
[*) Users and Groups. form. To edit the default settings, click the pencd icon in the upper right-hand comer of this portiat.

(2] Settings.
S o : Server: Pohoy doman:
Bfl"ull:”'ﬂl‘ T [warerz-02 v [sTanarn ™
* Getting Started iy
« Manage Servera “Rame:
* Health Manitor [wasarz-0z J
S Slrics e *Password:
= Client Nodes and Backup Sets [snnenes
& Secvr Mty “confirm di
« Reparting [snnnnen
Disastar Recovary Mansgament N
|« FastBack Servers Contact:
‘ Web address:

¥ Policy Seltings
¥ Security Seltings

¥ Memberships
Add the following parameters Lo the generated command:
J

| okl Add anather | [ cancel |

3. Confirm that the client node is successfully registered.

G~ [T s e P2 @ Gtk

Welcome tpadmin

Client Nodes and Backup Sets 'JL"' |

[Frcrentvages | oy servee | smarc |

mew The tabla kste all of the client nodes for tha sarvers that wera active batwean B/26/14 at 1:78 AM and B/26/14 at 1:28 AM. Salact the
- Gelting Staited refresh action to update the table. Use the filter to find specific client nodes.
Manage Servers

Fm S piter

| Server Patform | Versim | polcy Doman | contacy
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3 Creating and configuring iSCSI target container(s) for TSM

3.1 Configuring the iSCSI initiator

3.11 Configuring ISCSI initiator for Windows

1. Inthe Windows TSM Server, open iSCSl initiator software, and then enter the DR IP/Hostname as
target. Click Quick Connect.

iSCSI Initiator Properties [x]

Targets | Discovery | Favorie Targets | volumes and Devices | RADIUS | Configuration |

Quick Connect

To discover and log on to a target using a basic connection, bype the IP address or
DNS name of the target and then click Quick Connect.

Target: I19-259-241-229‘ u I Quick Connext, .. I

Discovered targets

Mame Skatus
ign. 1954-05, com, dell: dr4000, 1 966543, tsm-iscsi.50 Connected
ign. 1984-05, com, dell: dr4000, 3273193, tsm1.50 Inactive

To connect using advanced options, select a target and then

dlick Cornect,

To completely disconnect a target, select the target and e
then click Disconnect,

For target properties, including configuration of sessions,

select the ktarget and click Properties.

For configuration of devices associated with a target, select D .
the karget and then click Devices,
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Quick connect will discovers the targets.

Targets that are available for connection at the IP address or DMS name that you
provided are listed belaw. IF multiple targets are available, you need to connect
to each target individually.

Connections made here will be added ta the list of Favorite Targets and an attempt
ta restare them will be made every time this computer restarts,

Discovered targets

Progress report

Unable ta Login ta the target.

2. Click Done.
3. Then, select the required targets and click Connect.

Targets ‘Discuvery I Favorite Targets I Yolumes and Devices I RADIUS | Configuration |

uick Connect

To discover and log on to a target using a basic connection, type the IP address or
DMS name of the target and then click Quick Connect.,

Target: | CQuick Connect.. .

Discovered targets

[ame — Status
‘I |§n.1984-05.cnm.del\:dr4DDD‘ 1986543, Esm-iscsi. 50 Inactive I
ign, 1984-05, com,dell:dr4000, 32731 93,tsm 1,50 Inactive

To connect using advanced options, select a target and then

[ t

ik Lot
T completely disconnect a target, sslect the target and
then click Disconnect,

Far target properties, including configuration of sessions,
select the target and click Properties, "

For configuration of devices assodated with a target, select
the target and then click Devices,

[s4 | | Cancel | ‘ Apply
- 1
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4. Click Advanced.

Connect To Target -

Target name:

| qn. 1984-05, com.dell:dr4000, 19 230 |

Add this connection to the list of Favorite Targets.

This will make the system automatically attermpt to restare the
connection every time this computer restarts,

[JEnable multi-path

| (a4 || Cancel |

5. Select the option, Enable CHAP log on, enter the following credentials, and click OK:

e Name: iscsi_user
e Password: StOr@geliscsi

Note: The iSCSI user name can be found by entering the following command on the DR Series
system:
# iscsi --show --user

Advanced Settings _
General | Ipsec

Connect using

Local adapter: |DeFauIt W |
Tritiatar 1P: [pefautt vl
Target portal IP: |DeFauIt W |

CRC [ Checksum
[(oata digest [[JHeader digest

nable CHAP log on

CHAP Log on information
CHAP helps ensure connection security by providing authentication between a target and
an initiatar,

To use, specify the same name and CHAF secret that was configured on the target For this
initiakar, The name will default to the Initiator Mame of the system unless another name is

specified,
Mame: | iscsi_user
Target secrek: | [ITTTITTTTITTTY]

[]Perform mutual authentication

To use mutual CHAP, either specify an initiator secret on the Configuration page or use
RADIS,

[[Juse RADIUS ta generate user authentication credentials

[JUse RADIUS to authenticate target credentials

oK | | Cancel Apply
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6. Click OK.

Target name:

| ign. 1984-05, com,dell:dr4000, 1936543 . tsm-vEl, 30

[#] add this connection ko the list of Favorite Targets.
This will make the svstem automatically aktempt to restore the
connection every time this computer restarts,

[ ]Enable multi-path

7. Verify that the Status shows as “Connected,” and click OK.

Targets |Discovary I Favarite Targets | Yalumes and Devices | RADIUS I Configuration |
Quick Canneck

To discover and log on to a karget using a basic connection, type the IF address ar
DNS name of the target and then dlick Quick Connect,

Target: | ‘ Quick Connect. ..

Discovered kargets

Marne
ign. 1954-05, com,dell: dr4000. 1986543 tsm-iscsi, 50
ign. 1954-05, com, dell: dr6000. 1885687 vtl-raghu. 10 (=T

To connect using advanced options, select a target and then

[ t
click Connect, onnec

To completely disconnect a target, select the target and BfsmrmE:
then click Disconnect,

For target properties, including configuration of sessions, ErEEiEs
select the karget and click Properties, 2 =
For configuration of devices associated with a target, select
the target and then click Devices.

Devices...

oK I Cancel Apply
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Configuring the iSCSI initiator — Linux

Before you begin this procedure, ensure that the iSCSI initiator is installed (iscsi-initiator-utils). For
example, enter the following command:

yum install iscsi-initiator-utils ; /etc/init.d/iscsi start
To configure the iSCSI target for Linux, follow these steps.

1. Add the CHAP Authentication details for the DR Series system on the Linux Initiator as follows:
a. Edit /etc/iscsi/iscsid.conf and un-comment the following line:

node.session.auth.authmethod = CHAP

b. Modify the following lines:
# To set a CHAP username and password for initiator
# authentication by the target(s), uncomment the following lines:
node.session.auth.username = iscsi_user

node.session.auth.password = StOr@ge!iscsi

2. Set the Discovery Target Node(s) by using this command:

iscsiadm -m discovery -t st -p <IP or IQN of DR>
For example:
iscsiadm -m discovery -t st -p 10.8.230.108

3. Enable logon to the DR Series system iSCSI VTL target(s) by using the following command

iscsiadm -m node --portal <IP or IQN of DR:PORT> --login
For example:
iscsiadm -m node --portal '10.8.230.108:3260" --login

4. Display the open session(s) with DR VTL(s) by using the following command:

iscsiadm -m session
For example:

iscsiadm -m session = tcp: [8] 10.8.230.108:3260,1 ign.1984-
05.com.dell:dr4000.3071067.interoprhel52n1.30

5. Review dmesg or /var/log/messages for details about the tape devices created upon adding the
DR Series system iSCSI VTL.

6. Run the "cat /proc/scsi/scsi” command to see the LUN and HOST details
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3.2 Configuring DR Series system VTL for Windows and Linux TSM
servers

Note: Refer to the following instructions for viewing the tape devices and IDs, which you will need to
configure the DR Series system VTL.

For Windows: To see the Tape Library device IDs, use the command “tsmdlst.” For example:

cd C:\program Files\Tivoli\TSM\Server\Tsmdiag

-\tsmdIst_exe

For Linux: For discovering the tape devices and their IDs, refer to Appendix C later in this document.

3.2.1 Configuring the DR Series system VTL for Windows

3211 Define library
# define library TSM-iscsi libtype=scsi shared=yes autolabel=yes
(TSM-iscsi is user defined name for the library)

3212 Define library path

# define path WIN-8B1A4SA50SR TSM-iscsi srct=server autodetect=yes destt=library
device=1b0.1.0.3

Where:

o WIN-8B1A4SA50SR = TSM server hostname
e Device = Device ID for medium changer listed by “tsmdlst” command.

3213 Define drive

# define drive TSM-iscsi driveOl online=yes

Where:

e TSM-iscsi = Library name defined in earlier command
e Drive0Ol = User defined drive name

3214 Define drive path

# define path WIN-8B1A4SA50SR driveOl srct=server destt=drive library=TSM-iscsi
device=mt0.2.0.3 online=yes

3.2.15 Audit the library

# audit library TSM-iscsi checklabel=barcode
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3.2.16

3.2.2

3221

3222

3.2.2.3

3224

3.2.2.5

3.2.2.6

31

Check in the library volumes

# checkin libvolume TSM-iscsi search=yes checklabel=barcode status=scratch

Configuring the DR Series system VTL for Linux

Define library

# define library TSM-iscsi libtype=scsi shared=yes autolabel=yes

Define library path

# define path RHEL-TSM-SERVER TSM-iscsi srct=server autodetect=yes destt=library
device=/dev/tsmscsi/1b0

Define drive

# define drive TSM-iscsi driveOl online=yes (define all drives 0-9, driveOl is
defined by user)

Define drive path

# define path RHEL-TSM-SERVER driveOl srct=server destt=drive library=TSM-iscsi
device=/dev/1BMtape0 online=yes

Audit the library

# Audit library TSM-iscsi checklabel=barcode

Checkin the library volumes

# checkin libvolume TSM-iscsi search=yes checklabel=barcode status=scratch
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3.3 Configuring the device class for iISCSI VTL

Follow Steps 1, 2, and 3 earlier in the Device Class creation section 2.1.

1. Select the Device Type as LTO for iSCSI VTL.

Storage Devices

Device Classes for WIN-8B1A4SAS0SR -l ?

Select Device Type

> Select Device Type ? " A . =
To use a storage device, you must define several objects that are used to manage operations for the device.
General Information

Summary

Select the type of device this device class will use. & device class is used to associate media volumes in a storage pool
with a compatible storage device, A device class can be used by multiple storage pools, but each storage pool can use
only one device class,

Device type
|—— Select a Device Type -- j
-- Select a Device Type —- =

3570 (uses IBM 3570 tape cartridges)

3590 (uses IBM 3590 tape cartridges)

3592 {uses IBM 3592 tape cartridges)

4MM (uses 4-mm tape cartridges)

8MM (uses B-mm tape cartridges)

CENTERA (uses EMC Centera)

DLT {uses Digital linear tape cartridges)

DTF {uses Digital tape format cartridges)

ECARTRIDGE {uses StorageTek tape cartridges)
= Bk | Mext = | e | FILE (uses sequential-access volumes on disk)

i

- o 00:08:45 8 »| 2
lerarles for A” Servers OPTICAL (uses rewritable optical cartridges) .
A server uses storage devices t QIC {uses quarter-inch tape cartridges) Erver. The table shows libraries for all
servers that have been added t REMOVABLEFILE {uses remavable media, such as CD-RW) ble action to create the library and
its drives, create a storage poo SERVER {uses virtual volumes to store data on another server) i
YOLSAFE {uses StorageTek write-once-read-many tape cartridges)
WORM (uses write-once-read-manv obtical cartridoes? -

2. Under General Information, provide the name and select the library configured. Under Drive-level
data encryption, select the Do not allow drives to encrypt data option, and under Logical block
protection, click None.

Storage Devices || + | --- Select Action --- -

-2

Create a Device Class

General Information
¥ Select Device Type
=S General Information Enter a name for the.devlce [:I.ass, and se_let:t a.llhrary that contains the type of drive you selected. You can
use the Storage Devices work iterm to define a library.
Summary
Fame

TSM-device I

Librar
TSM-ISCSI 2

I The device class is for write-once, read-many (WORM) tapes.

Drive-level data encryption

© allow drives to encrypt data if they are configured to use an external key manager (for example, the library), Tivoli
Storage Manager will not manage the encryption keys.

[ Encrypt data at the drive level, using Tivali Storage Manager to generate and manage the encryption keys, Only
storage pool volumes will be encrypted.

€ Use an encryption methodology that is provided by another vendar and that is used with Application Methad
Encryption (AME] enabled on the drive.

* Do not allow drives to encrypt data.

Logical block protection
© read and write operations

;ﬁeratmns only
< Back |I MNext » I Finish | Cancel
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3. Click Next and then click Finish.

Storage Devices

Create a Device Class

: summary
« Select Device Type

¥ General Information These storage objects have been successfully defined.

2 Summary
By  Dewice class TSM-device has been created.

< Back Mext = I Cancel

3.4 Configuring the storage pool for iISCSI VTL

1. Follow Steps 8,9 and 10 from the previous Storage Pool creation section 2.2
2. Under General storage pool settings, provide the pool name and type, and then click Next.
[ Select Action — =

Storage Devices

Create a Storage Pool

General Storage Pool Settings

A storage pool represents a collection of storage volumes of the same media type. A storage volume
represents the basic unit of storage, such as a tape cartridge or allocated disk space. Storage pools are
Specify storage pool settings used to designate where all managed data will be stored. After you define a storage pool, you cannot

Summary change its type.

o General

Fotorg ool name
TSM-iscsipool
Storage pool description

Storage pool type
" Random access - primary pool that uses random-access disk (DISK device class)

equential access - uses tape, optical media, sequential-access disk (FILE device class), or the SERVER device
class

N Primary - =
© NAS - stores NAS file server data using NDMP

primary x|
< Back I Hext = l Finish Cancel
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4. Provide the necessary Device name and maximum number of Scratch volumes and click Next.

Storage Devices X‘ .. |

Create a Storage Pool

Select a Device Class

A device class represents a set of similar storage devices. A device class is used to associate storage pool

~ General
volumes with a compatible storage device.

2 Specify storage pool settings
*Device class name

Summary
TSM-DEVICE

Scratch volumes are used to dynamically satisfy mount requests. Consider entering the number of physical volumes
available for this storage poal.

*Manimum number of scratch volumes

100|

You can select another primary storage pool to use as a Next pool. The Next pool is used to store data migrated
from the storage pool being created. During client node operations, the Mext pool can also be used to store data if
this storage pool runs out of space, or to store files that erceed its maximum size.

Next storage pool
-- Mane -- =

< Back l Mext > |I Finish | Cancel

5. Click Finish.

Storage Devices - ‘ + |

elect Action

Create a Storage Pool

Surmmary
« General You have successfully created the following storage pool:
« Specify storage pool settings

. Summary
5 Storage Pool Name: TSM-ISCSIPOOL

Storage Pool Type: Primary, sequential access
Device Class Name: TSM-DEVICE
Maximum Number of Scratch Yolumes: 100

Associated Policy Domains:

< Back | Mext = I Finish !I Cancel
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Adding volumes to a library

1. After creating a storage pool, click Storage Devices in the Left Pane, and then select the library that

was configured earlier.
Libraries for All Servers | ?

A server uses storage devices to store data for client nodes. Libraries and drives represent storage devices to the server. The table shows libraries for all
servers that have been added to the console. There are two ways to add a library. Use the Add a Storage Device table action to create the library and
its drives, create a storage pool, and add media, Use Create a Library to create only the library and its drives.

@ | --- Select Action ---~ | ~[Filter )

Select ~ Library Name -~ Status ~ Library Manager -~ Library Clients ~ Scratch Yolumes ~  Private Yolumes ~ Device Classes -~

- 1515 WIN-BB1A45A505R - - - ISICLASS, LTO-CLASS

® MINE

o E INEE 1 -ce 1445 A505R - |- 10 NAS_CLASS_1, OME

WIN-BB1445A505R - 10 = MIME_DEWICE

I(" I — WIN-8B1445A50SR = = = TSM-DEVICE I

Total: 4 Filtered: 4

2. Select the column (which was default earlier) and disable the target reset option when the server is

restarted.
Libraries for All Servers 0| ?

i General
Drives

A library represents 3 storage dewvice that contains drives. ¥ou cannot change a library name or type after it has

Library Paths been defined.

TSM-ISCSI SCEI
Yolumes

Change library type to ¥TL

Drive Paths | Narme Library type
Cleaning Cartridges |

wWorld wide name Serial number

© sutomatically detect the serial number when the library's path is
defined.

@ Use the following serial number
GWvaaP_00

Automatically label volumes

© ves

& o

© ves, and overwrite existing volume labels

Last Updated By Last Updated On
TIPADMIN Feb 9, 2016 12:13:28 aM

¥ Share this library

erform a target reset when the server is restarted or when a library client or storage agent reconnects to
ME server

o] 9 Apply Cancel
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3. Inthe Volumes section, click Add Volumes.
Libraries for All Servers

General

w o ?

. Wolurnes
Drives
The table shows the volumes that have been checked into the library's volume inventary, & volume represents a

Library Paths single unit of storage media, such as a tape cartridge,

Crive Paths @ --- Select Action -—-=+ | ~ Filter !
Volumes I Select ~ Name ~ Category =~ Owner =l add Volumes. .. t ~_ Device Type ~| Media Type ~|

Cleaning Cartridges MNone W
- - Check Out Yolumes...

Refresh Table

--- Table Actions ——-  #

Fay
Page 1 of 1 1 GO | Rows |0 - Total: 0 Filtered: O

Ok Apply | Cancel |

4. Select the option, All of the volumes are labeled. Just check them in. Click Next.

TSM-ISCSI Properties (WIN-8B1A4SAS0SR) LA
&dd Wolume
2 Check in volumes
) A volume represents a single unit of storage media. All volumes must be internally labeled by Tivoli Storage
Advanced Options Manager, including those with external bar code labels. Yolumes must then be checked into a library before
Summary they can be used.

Insert the volumes you want to use into the library ar its entry-exit ports.

ot all of the volumes are labeled. Label them now.
all of the volumes are labeled. Just check them in.

< Back | Finish Cancel
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6. Select the option, Search for all eligible volumes in the library’s regular slots. Click Next.

| TSM-ISCSI Properties (WIN-8B1A4SA50SR) -l ?

wolume Search Options

s Check in volumes
Select whether to search for volumes that are not currently checked in. For a single volume, the server will

issue a mount request. Use the Yiew Operator Requests table action in the Libraries table to reply to the
mount request.

' Sgarch for all eligible volumes in the library's entry-exit ports
earch for all eligible volumes in the library's regular slots
Fequest only this volume
Yolume name

< Back |I Mext = I Finish | Cancel |

7. On the Check in Volumes page, do the following:
a. Select the option, Read bar codes and check in all eligible volumes.
b. Select Scratch as the pool to check in volumes to the scratch pool.
c. Click Next.
TSM-ISCSI Properties (WIN-8B1A4SAS0SR) pOI09136 TR -] 7

Check In Wolumes

= Check in valumes
The server will search the library to discover volumes that are not currently checked in. Yolumes currently
defined to the server cannot be checked in as scratch volumes. The check-in process will fail if a drive is not
available.

Use the following procedure to discover eligible volurmes
ﬂead bar codes and check in all eligible volumes,
© Read har codes, but search only these wolumes (separate wolume names with commas)

© Read bar codes, but search only the volumes found in the fallowing file
 Read bar codes, but search only volumes within this range of names

Starting volume name

Ending volurne name

© Mount volumes and read their labels {required for WORM tapes, except 3532), Check in all eligible volumes,
Give volumes the following status when checking them in

cratch - can be used to satisfy any request to mount a scratch volume
 private - can only be used to satisfy a request to mount the volume by name

< Back |Iml Finish | Cancel I
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8. For Advanced Options, select the option, Do not prompt me to insert the tape volumes into the
library. Click Next.

TSM-ISCSI Properties (WIN-8B1A4SASL0SR) CORIEEEA TR TR

Advanced Options

¥ Check in volumes
= advanced Options If this library is shared, select the server that will own the volumes being checked in.

SLmmary
C Prompt me to insert the tape volumes, Cancel the request if a reply is not issued within the following amount of time:

&0 Minutes

o not prompt me to insert the tape volumes into the library, They have already been inserted.

< Back Finish | Cancel |

9. Click Finish.

TSM-ISCSI Properties {WIN-8B1A4SA50SR) CRIEERR TR

X sSummary
¥ Check in volumes

« advanced Options The volume discovery process has started. To update volume information, open the library's properties

notebook and select the Yolumes tab.
o Summary

Volume discovery process started as process 16.
To view the status of the process open the server's properties notebook and select the Process tah.

= Back | Mast = Cancel |
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10. Check that all the volumes are created.

TSM-ISCSI Properties (WIN-8B1A4SA50SR) oo:0R4s Y ) 2
General
Drives “Wolumes

5 The table shows the volumes that have been checked into the library's volume inventory, & volume represents a
Library Paths single unit of storage media, such as a tape cartridge.

Drive Paths = [ == select action ——== | | (<[Filter !

Select ~ Name ~ Category ~ Owner ~ Last Use ~ Home Element ~ Device Type ~ Media Type ~

Yolurmes I

Cleaning Cartridges c C [...C...C =

r BWMYEAPODL Scratch 1,024 ECARTRIDGE
r eWYEAPDD2 scratch 1,025 ECARTRIDGE
r aWYEAPOO3 Scratch 1,026 ECARTRIDGE
r oWYEAROD4 Scratch 1,027 ECARTRIDGE
r BWYEAPOOS Scratch 1,028 ECARTRIDGE
r BWYEAPDDE scratch 1,029 ECARTRIDGE
r BWYEAPOO? Scratch 1,030 ECARTRIDGE
r oWYEAPODB Scratch 1,031 ECARTRIDGE
r aWNYEAPODD Scratch 1,03z ECARTRIDGE
r BWNYEAPODA Scratch 1,033 ECARTRIDGE

=y
Page 1 of 1 1 Go Rows 10 - Total: 10 Filtered: 10

0K | Apply Cancel |

3.4.2 Adding volumes to a storage pool

1. Go to the Storage Pool section (which was created earlier for the iSCSI target), and click Volumes.

Storage Pools for WIN-8B1A4SA50SR vl ?
General
: : General
Migration
4 storage pool represents a collection of storage volumes of the same media type. 4 storage volume represents
Media management the basic unit of storage, such as a tape cartridge or allocated disk space. Storage pools are used to designate
= where all managed data will be stored.
olumes
Storage pool name
Statistics [Tsm-15CSIPOOL
Advanced Options Storage pool description

Simultaneous ‘\Write
Storage pool type
Primary, sequential access

Mext storage pool
I—— MNone -- VI

Device class name
TSM-DEYICE

QK Apply Cancel
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2. Inthe Volumes section, click Add Volumes.

' Storage Pools for WIN-8B1A4SA50SR ~l?
General
Rl Storage Pool Wolumes

The table shows walumes that have been added to this storage poal.

o | --- Select Action ---~« | ~[Filter )
olumnes

select ~| Yolume Name ~  Est] Add volume... | Status ~| Access -
Statistics |
MNone odity “olume. ..

Advanced Options EECCce

Media management

Delete Yolume
Simultaneous Write Page 1 of 1 1 Go | Restore Yolume From Copy Pool...
Restore Yolume From Active-data Pool...

Audit Walume...

Mowe Data...

Yiew Contents...

Refresh Table

--- Table actions --- 4

Ok | apply | Cancel |

3. Provide the details of the volumes one by one in the volumes name column.

Note: Provide exactly the same volume name as present in the LIBRARY for volume name for the storage
pool.

[ Add Storage Pool Volume ~TT

Add Storage Pool Yaolume

*uolume name

I6WV8APUUI I

You can enter a description of the wolume's location
[

I Make this volume read-only

OK Cancel -

Libraries for All Servers

00:06:56 80 =| 7

General

Wolumes
Drives
The table shows the volumes that have been checked into the library's volume inventory, & volume represents 2

Library Paths single unit of storage media, such as a tape cartridge.

Drive Paths % E --- Select Action ——-~ ~[Filter )
volumes Select ~| Name + Category ~ Owner ~ Last Use ~ Home Element ~ Device Type ~ Media Type ~
Cleaning Cartridges . - - - - - - =
r Scratch 1,024 ECARTRIDGE
r BVYYBAPODZ Scratch 1,025 ECARTRIDGE
r EWWYBAPODZ Scratch 1,026 ECARTRIDGE
r BYWYBAPOD4 Scratch 1,027 ECARTRIDGE
r EWYBAPODS Scratch 1,028 ECARTRIDGE
r BYYYBAPODG Scratch 1,029 ECARTRIDGE
r 6WYBAPODT Scratch 1,030 ECARTRIDGE
r BYYBAPODG Scratch 1,031 ECARTRIDGE
r 6WYBAPO0S Scratch 1,032 ECARTRIDGE .
(ml AyAAPONA Scratrh 1.033 ECARTRINDGE =l
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4. Check that all the storage pool volumes are configured

Add Storage Pool Volume

General
Storage Pool Volumes
The table shows volumes that have been added to this storage pool,

@ | --- Select Action -—-= ~|Filter )

Migration

Media management

Yolumes

Sherisiies Select “ Yolume Name “: Estimate_d Capacity “ P_ercentage Utilize_d A: Status A: AcCcess ‘\

advanced Options o BWYEAPOOL 0 KB i} Empty Read/write

Slkenzays Wik [ SWYVEAPODZ OKBE a Empty Read/write
s B\ EAPOD3 O KB a Empty Read/write
e B\ BAPOO4 O KB a Empty Read/write
& B\ EAPODE O KB o Empty Read/write
s B\ EAPODG O KB o Empty Read/write
& B\ BAPDODT O KB o Empty Read/write
s GWVBAPODE 0 KB 1] Empty Read/Write
s BWYEAPODD 0 KB 1] Empty Read/Write
e WY BAPOOA 0 KB u] Empty Read/write

Fay
Page 1 aof 1 1 G0 | Raws |10 - Total: 10 Filterad: 10

OK | Apply Cancel

3.5 Creating the policy domain for iSCSI VTL

Follow the steps described in the earlier section related to Policy Domain creation, Section 2.3.

3.6 Creating the client node for iSCSI VTL

Follow the steps described earlier in the section for creating a client node, Section 2.4.
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Using the Backup & Archive GUI

On a client machine, open the Backup-Archive GUI. Provide the user ID and password details that were
described previously.

TSM Login

= Login into a TSM server

Userid: [w2ker2-02

Passward: I

Login I Cancel | Help |

When you have logged on, the Backup button will be enabled.

The Backup and Restore Manager is ready to perform.

'ﬁ: IBM Tivoli Storage Manager

Tivoli Storage Manager File Edit

Actions Utilities

WWelcome to IBM Tivall Storage Manager. Click below to perform a task

42

Backup

Backup and Restare copies of data that are
freguently updated.

Backup

Copies files to server storage to
prevent loss of data

Restore
Restores saved files fram
sener storage.

Archive

Archive and Retrieve copies of data that are
preserved for a specific period of time

Archive
Creates an archive copy in
long-term storage

Retrieve
Retrieves an archive copy fram
lang-term storage

When you have successfully completed the steps above, you have configured the DR Series system for
TSM. The next time the client is scheduled to back up it will back up to the DR Series system(s).

See Appendix B for additional best practices.
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Setting up the DR Series system cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering
disk space from system containers in which files were deleted as a result of deduplication.

The system cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time
on a daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled
time.

If necessary, you can perform the procedure shown in the following example screenshot to force the
cleaner to run. After all of the backup jobs are set up, the DR Series system cleaner can be scheduled. The
DR Series system cleaner should run at least 40 hours per week when backups are not taking place, and
generally after a backup job has completed.

ML DR4100 Help | Log out
EdwinZ-SW-01 =

Cleaner Schedule Schedule Cleaner

System time zone: US/Pacific, Fri Jul 5 05:00:41 2013

Mote: When no schedule is set, the cleaner will run as needed.

Container

B Stons Replication Day S =
Containers sun - -
Replication Mon - -
Compression Level Tue - -
Clients Wed - -

B Schedules Thu - —
Replication Schedule Fri - —

B - System Configuration
Meiworking
Active Directory
Local Workgroup Users
Email Alerts
Admin Contact Info
Password
Email Relay Host
Date and Time

B Support
Diagnostics
Software Upgrade
License

Copyright ® 2011 - 2013 Dell Inc. All rights reserved.
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Monitoring deduplication, compression, and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput on the
DR Series system dashboard. This information is valuable in understanding the benefits of the DR Series

system.

Note: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total
savings) on the initial backup. As additional full backup jobs are completed, the ratios will increase.
Backup jobs with a 12-week retention will average a 15x ratio, in most cases.

DR4100
EdwinZ-5W-01

DeLL

= Dashboard

Monitor Dedupe,
Compression &

Dashboard

Performance
u Syslem State aptimal

u HW State: goimal

Capacity Storage Savings
Toom: 1h 19 B4 1m Ay % Toom: Th 19 :
Sawings (%) MiBrs
wsbem ConTigurabon
Heteenriang 0 430 480 45 04 WL
Tieme (miniles Time (minules
- Tt B Read
M Fr
Sysvem Information
Produd Mame DR 100 Tolal Savings T 52 %
System Harms EcwinZ-5-01 Total Mumiber of Files in All Contansns 107
Software Varsion 2101650 Humber of Contaifers 2
Current DabeTirme Fri Jul & 05:04:20 2013 Humoaer of Containers Replicaten i
Curani Tiene Zone ISP 3oific Acthos Bytes 1.2 Gil
Claaner Stabus il
COpyTight @ 2011 - 2013 Dell Ing. &)1 rights reserded
J
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Configuring CIFS authentication

This appendix describes the steps for sync-ing CIFS authentication between the TSM service account and
the DR Series system.

There are two methods for allowing the TSM service account to authenticate to a DR Series system.

e Integrate the Tivoli Storage Manager Media Server and DR Series system with Active Directory (AD).
0 Ensure the AD user has appropriate ACLs to the DR4X00 Container.
0 Setthe TSM Server service to run with <Domain\User>.

e Sync local usernames and passwords between the DR Series system and the TSM media server. To
set the password for the local CIFS administrator on the DR Series system, log on to the DR Series
system using SSH.

0 Logon with the credentials: administrator/StOr@ge!
0 Run the following command: authenticate --set --user administrator

Enter new p

Fe-enter new p

Changed admir trator's

Note: The CIFS administrator is a different account than the administrator used to administer the DR
Series system.

When an authentication method has been selected, set the TSM service account to use that account.

1. Launch the Microsoft Services Snap-in. (Start > Run > Services.msc > Enter).
2. Locate the TSM Server Service (Right-click > Properties > Logon tab.)
"General LoaOn | Recovery | Dependencies |

Log on as:

 Local System account

™| &llows service to interact with desktop

% This account: I\Adminisllatur I Browse..

passwnrd.

Confirn passward: SEsssesssrseEe

Help me configure user account log on optiohs.

Ok I Cancel Apply
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Note: If you are using local sync’ed accounts instead of an Active Directory account, make sure that
there is a ".\"in front of the user name.

3. Click OK.
4. Right-click the TSM Service process, and click Stop/Start to restart the process.
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B.2

B.3

B.4
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Best practices/considerations

Deduplication

The DR Series system has inline deduplication built-in and does not require any additional deduplication to
be done ahead of data being written to the DR Series system. The system will remove any redundancies in
the data before the data is stored on disk.

Enabling deduplication before the data stream is sent to the DR Series system will cause the data to be
obfuscated, not allowing the system to achieve optimal dedupe savings. It is highly recommended that
deduplication is not done before the data stream is sent to the DR Series system.

Compression

The DR Series system has compression built-in and does not require any additional compression to be
done ahead of data being written to the DR Series system. The system will remove any redundancies in the
data before being stored on disk.

Enabling compression before the data stream is sent to the DR Series system will cause the data to be
obfuscated, not allowing the system to achieve optimal savings. It is highly recommended that
compression is not done before the data stream is sent to the DR Series system.

Encryption

The DR Series system supports encryption-at-rest; hence there is no need to enable encryption for the
data management application.

Enabling encryption before the data stream is sent to the DR Series system will cause the data to be
obfuscated, not allowing the DR series devices to achieve optimal savings. It is highly recommended that
encryption is not done before the data stream is sent to the DR Series system. It supports encryption on
the wire for transferring data to remote sites using replication.

Space reclamation

For optimal performance, DR Series system and TSM backup and space reclamations jobs should be
scheduled to happen at different times.
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Configuring the tape library devices on Linux

After installing the required device drivers for medium changer and drive, we need to configure tape
Library with TSM Server. There is need to figure out the device IDs for respective devices so that Library
can be defind in TSM.

In Windows server, there is a command utility “tsmdlst,” which lists all the devices with their IDs.
The same can be done in Linux TSM server with "Autoconf” utility located at '/opt/tivoli/tsm/devices/bin’.

If “Autoconf” utility is not working, you need to define library manually in the TSM server as described
below.

Note: Please see following link for more details —
http://publib.boulder.ibm.com/tividd/td/ITSML/GC23-4692-02/en US/HTML/anrlgs52254.htm

To configure the TSM device drivers for selected tape drives and libraries, do the following:

1. Verify that the device is connected to your system, and is powered on and active.

2. Ensure that the TSM device driver package (TIVsm-tsmscsi-x.x.x-x) is installed for your
corresponding architecture.

3. Copy the two sample configuration files that are located in the installation directory from
mt.conf.smp and lb.conf.smp to mt.conf and lb.conf, respectively:
For drives:

> cp /opt/tivoli/tsm/devices/bin/mt.conf.smp /Zopt/tivoli/tsm/devices/bin/mt.conf
For libraries:
> cp /opt/tivoli/tsm/devices/bin/lIb.conf.smp /Zopt/tivoli/tsm/devices/bin/lb.conf

4. Edit the mt.conf and lb.conf. Add one stanza (as shown in the example at the top of the file) for
each SCSl target ID and LUN combination for which you want the device driver to probe for
supported tape drives, and for each autochanger device in the system that you want the server to
use.

5. To load the device driver, run the tsmscsi script from the device driver installation directory.

> cd /opt/tivoli/tsm/devices/bin _/tsmscsi

Then all the devices will be listed in following locations:

TSM drives /dev/tsmscsi/mt#
IBM drives /dev/ 1BMtape#
TSM Library /dev/tsmscsi/lb#
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6. Change the permissions of the devices to avoid |O error during Library configuration —
chmod 777 /dev/tsmscsi/*
chown tsminstl:tsmsrvrs /dev/tsmscsi/*
chmod 777 /dev/1BM*

chown tsminstl:tsmsrvrs /dev/IBM*

Note: tsminstl and tsmsrvrs are the user and group created for TSM installation.
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